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1.1 Hydrogen safety engineering relevant problems and 
phenomena (NCSRD) 

1.1.1 Laminar, transitional and turbulent flows (physical process 
differences description) (NCSRD) 

Turbulent flows are the most often encountered flow type in every day life. Typical turbulent 
flows are the movement of the air around buildings in cities, the flow around cars and 
airplanes and the movement of the smoke out of the factories. Even though its very frequent 
appearance and the common sense of the word “turbulence”, it is a difficult task to make an 
exact definition of it (Tsinober, 2001). Many different researchers have given different 
definition. As a precise definition of turbulence is difficult to give, turbulence is usually 
defined by describing its main characteristics (Tennekes & Lumley, 1972). Therefore, a 
turbulent flow exhibits the following features: 

• Irregularity. Turbulent flow has a seemingly random behaviour. The velocity and all 
other flow properties vary in a random and chaotic way. The motion is intrinsically 
unsteady even with constant imposed boundary conditions. The flow consists of an 
extremely large range of lengths and time scales. The largest eddies are of the order 
of the characteristic length of the geometry (e.g. height of a building, jet width, 
boundary layer thickness) whereas the smallest eddies have very small length scale 
which can be for example of the order of a micrometre (even though the smallest 
eddies have very small scales, these scales are larger than the molecular scale thus 
the continuum hypothesis is still valid). Despite the irregularity of the turbulent 
flows, the phenomenon is deterministic and it can be described by the Navier-Stokes 
equations. The sensitivity to initial conditions of the Navier-Stokes equations leads 
to the chaotic behaviour of the solution and thus to turbulence.   

• Diffusivity. One of the main features of turbulent flows is the apparently increased 
diffusivity of mass momentum and heat. Particles of the fluid which are initially 
away from each other can be brought together by the motion of the eddies. This 
results in high level of mixing. Other effects of turbulent diffusivity is the reduction 
or the delay of the flow separation on air foils and bluff bodies, the increased 
resistance in internal flows such as in channels and pipes and the increase of the heat 
transfer rates. In brief, we can say that turbulent flows have the same effects as 
molecular diffusion but on much shorter time scale. This characteristic is very 
important in turbulence modelling. 

• Three dimensionality. Turbulent flows are characterized by high levels of vorticity. 
Vortex stretching is an important mechanism which is absent in two dimensional 
flows (Tennekes & Lumley, 1972). Even though some of the turbulence 
characteristics can appear in two dimensional flows, turbulence is always considered 
as a three-dimensional phenomenon. 

• Dissipation. Turbulent flow is dissipative, which means that the kinetic energy of the 
large eddies is dissipated to the smaller ones. The largest eddies extract energy from 
the mean flow and the energy of the smallest eddies is dissipated into internal energy 
by viscosity. This transfer of energy from the largest turbulent scales to the smallest 
is called “energy cascade” and results in energy losses. 

In a turbulent flow velocity and pressure achieve fluctuations of high frequency. The chaotic 
behaviour of fluid properties makes impossible the analytic expression of turbulent flow field 
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variables as function of time and space. As a result a turbulent flow field is described with 
statistical terms. 

On the other hand, laminar flows are flows in which the motion of the fluid particles is 
smooth in parallel layers. Fluid elements do not move macroscopically from one layer to the 
other. The only mixing mechanism between layers is the molecular diffusion which takes 
place microscopically in molecular level. There is no velocity component perpendicular to the 
main direction of the flow, so we have no eddies. 

The first person who systematically studied turbulence was O. Reynolds. Reynolds invented 
an experiment in order to study the transition from laminar to turbulent flows (Reynolds, 
1883). He injected a dye streak in a flow inside a pipe and he observed how it is affected by 
the main flow (Figure 1.1). He discovered the existence of a dimensionless number, which 
now known as Reynolds number, which can characterize the type of the flow: 

Re UL UL
v

ρ
µ

= =  (1.1) 

where ρ  is the density, U  is the typical value of fluid velocity, L  is the characteristic length 
scale (e.g. radius of pipe), µ  is the dynamic viscosity of the fluid and ν  is the kinematic 
viscosity. Reynolds has found that approximately for Re 2000≤  the dye is following a 
straight line in the flow and that it mixes with the flow only through molecular diffusion. For 
Reynolds number 2000 Re 2300< <  dye streak stops following a straight line and becomes 
wavy. Yet the mixing with the surrounding fluid is low. The flow is still laminar and the 
transition to turbulent occurs. For Re 2300≥  the flow becomes turbulent and the mixing of 
the dye streak with the flow is greatly enhanced. 

 

 
Figure 1.1: Reynolds experiment. (a) Laminar flow, (b) transition to turbulent flow, (c) 

turbulent flow. 

 

By physical meaning, Reynolds number represents the ratio of the inertial to viscous forces. 
At low Reynolds numbers the viscous forces dominates over the inertial forces. In this case 
viscous forces damp the small perturbations of the flow which results in a smooth steady fluid 
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motion (laminar flow). On the other hand, at high Reynolds numbers the inertial forces are 
dominant. This has as a result the conservation and the growth of the small perturbations 
which leads to the formation of turbulence. The critical Reynolds numbers at which laminar 
flow turns into turbulent is not a universal constant number but depends upon many factors 
such as the type of the flow (e.g. jet flow, boundary layer flow, pipe flow), the geometry, the 
initial perturbations of the flow, the pressure gradient and the roughness of the solid 
boundaries. 

The phenomenon of the transition from laminar to turbulent flow is very complex and a lot of 
research in this area has been done. Transition from laminar to turbulent flow happens when 
small perturbations of the flow start to amplify (after some length or time). Stability analysis 
can give an insight into the mechanism and the conditions at which the transition occurs 
(White, 1991). The analysis identifies as unstable the condition at which the velocity 
distribution contains an inflexion point (Figure 1.2). This profile is associated with jet flows, 
mixing layers and wakes. The importance of the hydrodynamic instability in the transition to 
turbulence has been studied extensively in the literature (Lin, 1955), (Chandrasekhar, 1961), 
(Betchov & Criminale, 1967), (Drazin & Reid, 2004), (Holmes et al. 1998). 

 

 
Figure 1.2: Unstable velocity profile. 

Jet flows (i.e., flows coming out from a nozzle to the ambient environment - Figure 1.3) is 
important for hydrogen safety applications. In the case of accidental release, hydrogen can 
escape the infrastructure by forming a jet. Jet flows contains inflexion points, which result in 
turbulent flow even for small Reynolds number (Versteeg & Malalasekera, 2007). As a result 
jet flows are almost never laminar (Landa & McClintock, 2004). When the laminar flow exits 
the orifice and enters the ambient environment, rolling up vortexes are produced. The 
perturbations of the flow which always exist at the nozzle exit are greatly amplified and 
distort the vortexes. The vortexes breaks down into smaller ones and the flow turns quickly at 
a short distance from the source into fully turbulent regime. 
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Figure 1.3: Turbulent jet flow in the plane of symmetry for Re ~ 2500 (left) and Re ~ 10000 

(right), (Dimotakis, 2000). 

1.1.2 Compressible and incompressible flows (NCSRD) 
Incompressible flows are the flows where the density of the fluid particles remains constant 
(Panton, 2005). Mathematically this means that the material derivative of the density is equal 
to zero: 

0d u
dt t
ρ ρ ρ∂

= + ⋅∇ =
∂

  (1.2) 

where d dtρ  is the material derivative of the density with respect to time, tρ∂ ∂  is the partial 
derivative, u  is the velocity vector and ρ∇  is the density gradient. The continuity equation 
states that: 

( ) ( ) 0div u u div u
t t
ρ ρρ ρ ρ∂ ∂

+ = + ⋅∇ + =
∂ ∂

    (1.3) 

By combining the last two equations, we conclude that for an incompressible flow, the 
divergence of the velocity should be zero. An incompressible flow is not necessarily a steady 
state flow. We observe from the equation (1.2) that incompressible flow can occur in the case 
where: 

u
t
ρ ρ∂

= − ⋅∇
∂

  (1.4) 

In this case, the flow is unsteady and the density field is non-uniform.  

Despite of the above definition, it is common to use the term “incompressible” in the case 
where the density is independent of pressure, i.e. 0pρ∂ ∂ = . In that case the density isn’t 
necessarily constant but it can be dependent on temperature or concentration. According to 
that definition, there are two significant concepts, which appear in compressible flows: 
acoustic waves (speed of sound) and chocked flow. Speed of sound is the speed at which an 
infinitesimally small pressure wave travels through a medium. In the case of incompressible 
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medium the speed of sound is infinite. In the compressible case, the process can be considered 
as isentropic and it can be shown (Saad, 1985) that the speed of sound c  is equal to: 

s

pc
ρ

 ∂
=  ∂ 

 (1.5) 

where p  is the pressure, ρ  the density and s  the entropy. In the case of a perfect gas this 
equation reduces to: 

c RTγ=  (1.6) 

where γ  is the specific heat ratio of the fluid, R  is the specific gas constant and T  the 
temperature. For example, the speed of sound for air at 15oT C=  is 340.43 m/s. An important 
parameter in the analysis of compressible flow is the Mach number M , which is the ratio of 
the actual velocity V  of the fluid (or of an object moving in the fluid) to the speed of sound in 
the same fluid: 

VM
c

=  (1.7) 

According to Mach number the flow can be categorized into the following regimes: 

• 1M <  : subsonic flow 

• 1M =  : sonic flow 

• 1M >  : supersonic flow 

• 1>>M : hypersonic flow 

For Mach number close to 1 (i.e. from 0.8 to 1.4) the flow is also called transonic.  

Choked flows can be analysed if we consider the case of a steady state one-dimensional 
isentropic flow through a duct. The following relation holds in every cross section of the duct 
due to the mass balance: 
m AV constantρ= =  (1.8) 

where m  is the mass flow rate and A  the area of the section. If we differentiate the above 
equation and then divide by the mass flow rate we will obtain: 

0d dA dV
A V

ρ
ρ

+ + =  (1.9) 

The conservation of energy for a steady state isentropic flow without work or heat interactions 
can be expressed as: 

2

0 0
2

isentropicV dPh constant dh VdV VdV
r

+ = ⇒ + = ⇒ + =
 

(1.10) 

Combining the previous two equations we get: 

( ) ( )2 2
2 2

1 1 1dA dP d dA dP dV
A V dP A V V

ρ
ρ ρ

 = − ⇒ = − Μ = − − Μ 
 

 (1.11) 

This equation leads to some significant results. In subsonic flows dA  and dP  must have the 
same sign. As a result, the pressure of the fluid increases in diverging ducts (subsonic 
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diffuser) and decreases in converging ducts (subsonic nozzle). On the other hand, in 
supersonic flow dA  and dP  have opposite signs and as a result, the pressure of the fluid 
decreases in diverging ducts (supersonic nozzle) and increases in converging ducts 
(supersonic diffuser). Furthermore, the last equality of equation (1.11) gives: 

( )21dA A
dV V

= − − Μ  (1.12) 

We observe that in order to accelerate the fluid in subsonic flows we need a convergence 
nozzle. However the highest possible velocity that we can achieve is the sonic velocity (M=1) 
at the exit of the nozzle. A divergence section should be added in order to achieve supersonic 
velocities. The result is a converging-diverging nozzle. Even if supersonic velocity is  
achieved in the diverging section, the fluid will always have M=1 at the nozzle throat 
(chocked flow). In Figure 1.4 the variations of the flow properties in subsonic and supersonic 
nozzles and diffusers are shown. 

 

 
Figure 1.4: Variation of flow properties in subsonic and supersonic nozzles and diffusers. 

As we will see in paragraph 1.1.7, the above types of flow is very important in hydrogen 
safety, as they can appear in the case of an accidental release from a high pressure storage 
vessel.  

Stagnation pressure 0p , i.e. the pressure that a fluid attains when brought to rest 
isentropically, is given for an isentropic flow of an ideal gas with constant heat capacity pC  
from the relation: 

120 11
2

p M
p

γ
γγ −− = + 

 
 (1.13) 

If we expand as a binomial series the right side of the above equation, we will get: 

2 2 40 1 21 1 ...
2 4 24

p M M M
p

γ γ− = + + + + 
 

 (1.14) 

and if we use the relation 
2

2 21
2 2 2

VpM p V
RT

γ γ ρ
γ

= =  then we can conclude to: 
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2 40

2

1 21 ...1 4 24
2

p p M M
V

γ

ρ

− −
= + + +  (1.15) 

The right side of the above equation is an indicator of the error for incompressible flow 

approximation. We observe that for low velocities (small Mach number) 2
0

1
2

p p Vρ− =  and 

the flow can be treated as incompressible. For 0.3M =  the ratio of pressure difference to 
dynamic pressure is equal to 1.023. Usually, for 0.3M <  the flow can be considered 
incompressible without great loss of accuracy. On the other hand, for 0.3M >  
compressibility effects should be taken into account. 

1.1.3 Wind effects (HSL) 
Before looking at the effects of the atmosphere on hydrogen dispersion, it is useful to 
compare the properties of hydrogen and dry air, as shown in Table 1.1. 

 
Table 1.1: The properties of dry air and hydrogen. 

 Air Hydrogen 
Molecular weight (kg 
kmol-1) 

28.96 2.016 

Vapour density at 20 
oC (kg m-3) 

1.2 0.083 

Vapour density at 
boiling point (kg m-3) 

Components will 
boil at different 
temperatures 

1.2 

Liquid heat capacity (kJ 
kg-1K-1) 

1.86 9.62 

Vapour heat capacity 
(kJ kg-1K-1) 

1.01 14.3 

The low molecular weight of hydrogen means that a gaseous release into calm air will be 
buoyant whereas a liquid release may result in different behaviour due to the density effects 
of entrained air. While the vapour density at the boiling point is similar to that of the ambient 
air, when this air is entrained into the vapour cloud and cooled, it becomes significantly 
heavier. The lower heat capacity of air also means that it will be readily cooled to this state of 
higher density.  The relative density of the cloud will also depend on the concentration level 
used to define its extent. However, relative densities are not sufficient to define the behaviour 
of a cloud, especially when there is relative movement of either the cloud, or the ambient air. 
A more appropriate criterion is the Richardson number, defined as the ratio of disturbing 
inertia forces to the restoring buoyancy forces: 

𝑅𝑅𝑅𝑅 =
𝑔𝑔′𝐿𝐿
𝑈𝑈2  (1.16) 

where L is a characteristic length scale, U is a characteristic velocity and g’ is the reduced 
gravity, which is given by: 

𝑔𝑔′ = 𝑔𝑔
(𝜌𝜌∞ − 𝜌𝜌)

𝜌𝜌∞
 (1.17) 
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where ρ is the density of the plume and 𝜌𝜌∞ the ambient air density.  

Liquid releases of hydrogen will also be complicated by its low boiling point of -252.78 oC 
and in a flashing jet, the temperature may fall lower than this value.  A major consideration, 
however, is the fact that at these temperatures, oxygen and nitrogen will condense out of the 
air and as they condense, they will release latent heat.  Furthermore, the density of the mixture 
may be increased by the presence of the hydrogen/oxygen/nitrogen/water aerosol. 

The atmosphere 
A fundamental feature of the atmosphere that can have a significant effect upon dispersion is 
its stability. In a stable atmosphere, the temperature increases with height and the air close to 
the ground is denser than the air above it. When turbulence within the atmosphere lifts a 
parcel of air from near the ground to a higher level, the parcel has a higher density than the 
surrounding air and buoyancy forces act to push it back down towards the ground. This means 
that under these conditions, buoyancy forces act to reduce the motion of eddies and 
turbulence is suppressed.  

In an unstable atmosphere, the temperature decreases with height and the density of the air 
close to the ground is less than the air at higher levels. If a parcel of air is lifted up from the 
ground, it has a density less than the surrounding air and the buoyancy forces act to push it 
still higher into the atmosphere. Turbulence is therefore enhanced under these conditions. 

The limiting state between the stable and unstable atmospheric conditions is termed “neutral”. 
Since the pressure falls with height in the atmosphere, the temperature of dry air naturally 
reduces with height under neutral conditions at a rate of 0.98°C per 100 m height gain (the dry 
adiabatic lapse rate). The criteria for stable or unstable conditions are therefore (Hanna et al., 
1982):  

Unstable:  (∂T_e)/∂z< -0.98 oC/100 m  

Neutral:  (∂T_e)/∂z= -0.98 oC/100 m 

Stable: (∂T_e)/∂z>- 0.98 oC/100 m  

An unstable atmosphere is typical of daytime conditions when there is ground heating 
resulting from insolation. A neutral atmosphere is typical of cloudy or windy conditions, and 
a stable atmosphere is often associated with night time, where the ground surface is cooler 
due to radiative heat losses.  

The temperature variation with height in the atmosphere is usually expressed as a function of 
the potential temperature, ø, which is the temperature that a parcel of fluid would reach if it 
were expanded adiabatically from a reference pressure, P0 , to its current pressure, P,  and 
temperature, T: 

∅ = 𝑇𝑇 �
𝑃𝑃0
𝑃𝑃
�
𝑅𝑅/𝐶𝐶𝑝𝑝

 (1.18) 

where R and Cp  are the gas constant and specific heat of air respectively.  

The stability of the atmosphere can be characterized in terms of the gradient Richardson 
number, Rigr: 

𝑅𝑅𝑅𝑅𝑔𝑔𝑔𝑔 =
𝑔𝑔
𝑇𝑇

𝜕𝜕∅/𝜕𝜕𝑧𝑧
(𝜕𝜕𝑢𝑢�/𝜕𝜕𝜕𝜕)2 (1.19) 

This expresses the ratio of buoyancy forces (in terms of the temperature gradient, ∂∅/∂z) to 
the inertial forces (in terms of the mean velocity gradient, ∂u ̅/∂z). In strongly sheared flows 
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where the velocity gradient is large, turbulent mixing may be sufficient to overcome a stable 
or unstable temperature gradient and result in neutral conditions. 

Observations have suggested (Blackadar, 1998) that a critical value, Rc, of the gradient 
Richardson number is 0.25 and for values of Rigr above this, turbulence is usually suppressed. 
Unfortunately, the Richardson number cannot be used to specify the atmosphere because its 
distribution relies on the wind distribution (Blackadar, 1998) and therefore other parameters 
are required. 

Specifying the atmosphere 
The flow behaviour in the atmosphere is characterised using similarity profiles which describe 
the change in velocity, temperature and turbulence conditions with height, based on other 
dimensionless quantities. Dyer (1974) notes that profiles are easily measured, but fluxes are 
not, hence the need for relationships that link the two. The following paragraphs describe 
profiles for the surface layer which occupies the lower part of the atmosphere, typically up to 
50-100 m from the ground. Above the surface layer, these relationships become less valid 
with increasing height. The behaviour of the atmosphere above the surface layer is described 
in Section 1.2.5.  

Friction velocity 
The mean velocity distribution within the atmosphere is affected by convective, viscous and 
turbulent fluxes of momentum. If the atmosphere is approximated as a simple shear flow, 
where the air flows over continuous flat ground and there are no gradients in velocity in the 
streamwise and spanwise directions, the momentum flux in the vertical direction has two 
components: a viscous and a turbulent part. The viscous flux represents the transfer of 
momentum due to viscous shearing, and the turbulent flux represents the transfer by turbulent 
fluctuations.  The contribution of viscous effects in atmospheric flows is usually several 
orders of magnitude smaller than the contribution from turbulent fluctuations and it is 
therefore generally ignored.   

The turbulent flux is usually expressed as a Reynolds stress: 
𝜏𝜏 = 𝜌̅𝜌𝑢𝑢′𝑤𝑤′������ (1.20) 

where u’ and w’ are the fluctuating velocities in the streamwise and vertical direction, 
respectively. The overbar is used to signify Reynolds averaging (i.e. a time or ensemble 
average). In a simple shear flow, this Reynolds stress can be treated as the product of a 
diffusion coefficient (or eddy-viscosity), Km, and the gradient of the mean velocity: 

𝜏𝜏 = −𝜌̅𝜌𝑢𝑢′𝑤𝑤′������ = 𝜌̅𝜌𝐾𝐾𝑚𝑚
𝜕𝜕𝑢𝑢�
𝜕𝜕𝜕𝜕

 (1.21) 

In the Prandtl mixing length model, this diffusion coefficient is treated as a product of the 
square of the mixing length (lm) and the strain rate: 
  𝐾𝐾𝑚𝑚 = (𝑙𝑙𝑚𝑚)2 𝜕𝜕𝑢𝑢�

𝜕𝜕𝜕𝜕
 (1.22) 

Within the surface layer, the mixing length increases linearly with height: 
𝑙𝑙𝑚𝑚 = 𝜅𝜅𝜅𝜅 (1.23) 

where the constant of proportionality is the von Karman constant, κ, which has a value close 
to 0.4.The scaling parameter that is used to characterise the velocity in the surface layer is the 
“friction velocity”, u*, which is given by 

𝑢𝑢∗ = �
𝜏𝜏𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤
𝜌̅𝜌

 (1.24) 
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where τwall is the shear stress on the ground. In a simple atmospheric boundary layer with no 
streamwise or spanwise velocity gradients, the shear stress (τ) is constant in the vertical 
direction and equal to τwall. The friction velocity is therefore given by: 
 
 𝑢𝑢∗ = �𝑢𝑢′𝑤𝑤′������ (1.25) 
  
Monin-Obukhov length 
There are two forces within the atmosphere that generate turbulent kinetic energy (k): a shear 
force due to the changes in air velocity, and a buoyancy force due to density (resulting from 
temperature differences). The sign of the gradient Richardson number can give an indication 
of which of these two effects is dominant. In a stable atmosphere, the temperature increases 
with height and this results in positive values of Rigr. Conversely, in an unstable atmosphere, 
the temperature decreases with height and this results in negative values of Rigr.  

Another means of characterising the stability of the atmosphere and its effect on the turbulent 
kinetic energy is the Monin (or Monin-Obukhov) length, L. This expresses the height at which 
the buoyancy production term, B, is equal to the shear production term, M, in the conservation 
equation for turbulent kinetic energy, i.e.: 

 𝐿𝐿 = 𝑀𝑀
𝐵𝐵
𝑧𝑧 (1.26) 

where  

𝑀𝑀 = −𝜌̅𝜌𝑢𝑢′𝑤𝑤′������ 𝜕𝜕𝑢𝑢�
𝜕𝜕𝜕𝜕

 

𝐵𝐵 = 𝑔𝑔𝜌𝜌′𝑤𝑤′������ 
If the shear stress is assumed to remain constant across the surface layer and the mixing-
length model is used to approximate the eddy viscosity, the Monin-Obukhov length becomes: 
 𝐿𝐿 =  𝜌𝜌�𝑢𝑢∗3

𝜅𝜅𝜅𝜅𝜌𝜌′𝑤𝑤′�������
 (1.27) 

Numerous different definitions for L exist, based on different assumptions and 
approximations for the shear stress and the density-velocity correlation, 𝜌𝜌′𝑤𝑤′������.  
In a neutral atmosphere, the buoyant production term becomes zero, Ri  is zero and L becomes 
infinite. Stable conditions are characterised by a positive value of L and unstable conditions 
by a negative value.  

Wind and scalar profiles 
In neutral conditions, the rate at which the mean wind speed increases with height can be 
expressed in terms of the von Karman constant as follows: 
𝜕𝜕𝑢𝑢�
𝜕𝜕𝜕𝜕

=
𝑢𝑢∗
𝑘𝑘𝑘𝑘

 (1.28) 

This can be integrated to give an expression for the mean velocity that is commonly known as 
the “log-law”: 

𝑢𝑢� =
𝑢𝑢∗
𝑘𝑘
𝑙𝑙𝑙𝑙 �

𝑧𝑧
𝑧𝑧0
� (1.29) 

The constant, z0 , that arises in this expression is the roughness length and it represents the 
height at which the wind speed drops to zero.  
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Under stable or unstable conditions, the buoyancy forces act to suppress or enhance 
turbulence and this has an influence on the velocity profile. The buoyancy effect on the log-
law can is accounted for using the following stability parameter: 
𝜁𝜁 =

𝑧𝑧
𝐿𝐿

 (1.30) 

The magnitude of ζ diminishes to zero as the atmosphere approaches neutral conditions, when 
L is infinite.   

Monin-Obukhov similarity theory provides wind speed profiles according to the non-
dimensional wind shear, ϕ𝑚𝑚, which is a function of ζ: 

ϕ𝑚𝑚(𝜁𝜁) =
𝑘𝑘𝑘𝑘
𝑢𝑢∗
𝜕𝜕𝑢𝑢�
𝜕𝜕𝜕𝜕

 (1.31) 

Empirically-based formulae for  ϕ𝑚𝑚 have been derived for a range of different stability 
classes. For a summary, see Dyer (1974). Under stable conditions, an approximate value of 
ϕ𝑚𝑚 is 1+5(z/L) which can be integrated to give: 

𝑢𝑢 =
𝑢𝑢∗
𝑘𝑘
𝑙𝑙𝑙𝑙 �

𝑧𝑧
𝑧𝑧0

+ 5 �
𝑧𝑧
𝐿𝐿
�� (1.32) 

In unstable conditions, an approximate value of ϕ𝑚𝑚 is (1-16(z/L))-1/4 and the integration 
becomes more complicated.  

Under neutral conditions, when L is infinite, ϕ𝑚𝑚 is 1 and the result is Equation (1.28).  
Temperature and scalar concentration gradients across the surface layer are treated in a similar 
manner to this. Luketa-Hanlin et al. (2007) give an overview of the implementation of these 
profiles in CFD modelling of liquefied natural gas (LNG) spills where the cold LNG vapours 
behave as a dense gas. 

Whilst Monin-Obukhov similarity theory provides a quantitative method for parameterising 
the atmospheric boundary layer, it has the drawback that it requires values for the friction 
velocity and surface heat flux which are not routinely measured or readily derived from other 
sources. In many dispersion modelling applications, it is sufficient to have a rough estimate of 
the stability. With this in mind, Pasquill (1961) introduced a classification scheme for 
atmospheric stability that can be derived from simple observed quantities. These classes are 
given in many texts on dispersion modelling and are reproduced from Blackadar (1998) in 
Tables Table 1.2 and Table 1.3. 

Table 1.2: Atmospheric stability classes. 
 
A Extremely unstable D Neutral 
B Moderately unstable E Slightly stable 
C Slightly unstable F Moderately stable 

 

Table 1.3: Determining stability classes. 
 

Daytime insolation Night-time conditions 
Wind speed Strong Moderate Slight Thin overcast 

or cloudiness 
≥4/8 

Cloudiness 
≥3/8 

<2 A A-B B   
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2 A-B B C E F 
4 B B-C C D E 
6 C C-D D D D 

>6 C D D D D 

Pasquill stability classes are often used to specify the weather conditions in software for 
modelling atmospheric dispersion. These classes are converted to the Monin-Obukhov length 
through a correlation such as that given by Seinfield and Pandis (1998): 
1
𝐿𝐿

= 𝑎𝑎 + 𝑏𝑏 log 𝑧𝑧0 (1.33) 

where the coefficients a and b are given in Table 1.4. 
 
Table 1.4: Conversion from Pasquill stability class to Monin-Obukhov length (from Seinfield 

and Pandis (1998). 

 
Pasquill stability class Coefficients 

a b 
Extremely unstable A -0.096 0.029 

Moderately unstable B -0.037 0.029 
Slightly unstable C -0.002 0.018 

Neutral D 0 0 
Slightly stable E 0.004 -0.018 

Moderately stable F 0.035 -0.036 

In stable and unstable conditions, the friction velocity, u*, can also be determined from the 
Monin-Obukhov length using relationships given by Seinfield and Pandis (1998). 

In some cases, a good approximation of the logarithmic wind profile can be made using a 
power law where the mean wind speed is given as an empirical function of height: 
𝑢𝑢�
𝑢𝑢1���

= �
𝑧𝑧
𝑧𝑧1
�
𝑃𝑃

 (1.34) 

where 𝑢𝑢1��� is a wind speed at a known height, z1 and p is an exponent which can be varied to 
give the desired wind profile. Several sources, such as Seinfield and Pandis (1998), give 
values of p as a function of L and surface roughness, z0.  

Ground roughness 
The roughness length, z0, must be estimated based upon the local terrain. Typical values are 
given in Table 1.5, taken from Blackadar (1998). The roughness length is approximately one 
tenth of the actual obstacle height. 

Table 1.5: Typical surface roughness lengths. 
Surface Roughness length z0 (m) 
Mud flats or smooth ice 1.0x10-5 

Smooth snow 5.0x10-5 
Grass up to 1 cm 0.001 
Grass up to 60 cm 0.05 
Pasture land 0.2 
Suburban landscapes 0.6 
Forests and cities 1 to 5 
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Turbulence 
CFD modelling requires specification of the turbulence quantities in addition to the mean 
wind and temperature distributions. A convenient assumption often used in ABL modelling is 
that, for neutral conditions, the shear production of turbulent kinetic energy and its dissipation 
rate are equal. Profiles of turbulent kinetic energy, k, and its dissipation rate, ε, are then given 
by the frequently used relations: 

𝑘𝑘(𝑧𝑧) =
𝑢𝑢∗2

�𝐶𝐶𝜇𝜇
 (1.35) 

and 

𝜀𝜀(𝑧𝑧) =
𝑢𝑢∗3

𝜅𝜅(𝑧𝑧 + 𝑧𝑧0)
 (1.36) 

Högström (1996) suggests that there is some evidence that the assumption of equilibrium 
production and dissipation might not hold true as some turbulent energy is being fed into the 
surface layer from above. Under non-neutral conditions, the production of turbulent kinetic 
energy due to buoyancy also becomes significant and this needs to be accounted for in the 
profiles of k and ε.  The dependence on buoyancy is usually introduced through an empirical 
function of L.  Profiles for k and ε for different levels of stability were given by Han et al. 
(2000). For stable conditions in the surface layer these are: 
𝑘𝑘(𝑧𝑧) = 6𝑢𝑢∗2 (1.37) 

and 

𝜀𝜀(𝑧𝑧) =
𝑢𝑢∗3

𝜅𝜅𝜅𝜅
�1.24 + 4.3

𝑧𝑧
𝐿𝐿
� (1.38) 

Various other formulations for k and ε for have been proposed. For example, Pontiggia et al. 
(2009) suggested the following profiles:  

𝑘𝑘(𝑧𝑧) =
𝑢𝑢∗2

�𝐶𝐶𝜇𝜇
�
𝜙𝜙𝜀𝜀(𝑧𝑧/𝐿𝐿)
𝜙𝜙𝑚𝑚(𝑧𝑧/𝐿𝐿) (1.39) 

and 

𝜀𝜀(𝑧𝑧) =
𝑢𝑢∗3

𝜅𝜅𝜅𝜅
𝜙𝜙𝜀𝜀 (1.40) 

where  
𝜙𝜙𝜀𝜀 = �1 + 4

𝑧𝑧
𝐿𝐿
� (1.41) 

Yang et al. (2009) adopted a slightly different approach in which the equations for k and ε 
were modified to fit experimental data obtained from wind tunnel studies. An important 
consideration when modelling atmospheric boundary layers is that the boundary conditions 
applied at the edges of the domain are consistent with the inlet wind and turbulence profiles. 
This is discussed further in Section 1.2.5.  

Above the surface layer 
The Monin-Obukhov similarity theory which characterises the surface layer is generally valid 
up to heights of between 50 and 100 m. Gryning et al. (2007) showed that beyond this region, 
deviations gradually occurred. The region above the surface layer is termed the outer layer 
where the shear stress is no longer constant but varies with height along with a corresponding 
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reduction in the friction velocity.  Gryning et al. (2007) presented a method for extending the 
wind profile above the surface layer based upon a scaling length l, which takes the place of 
the height, z, in Equation 13 to give: 
𝜕𝜕𝑢𝑢�
𝜕𝜕𝜕𝜕

=
𝑢𝑢∗
𝑘𝑘𝑘𝑘

 (1.42) 

The scaling length, l, was calculated from three terms by inverse summation: 
1
𝑙𝑙

=
1
𝐿𝐿𝑆𝑆𝑆𝑆

+
1

𝐿𝐿𝑀𝑀𝑀𝑀𝑀𝑀
+

1
𝐿𝐿𝑈𝑈𝑈𝑈𝑈𝑈

 (1.43) 

where LSL, LMBL and LUBL are the length scales in the surface layer, middle layer and upper 
layer respectively. Gryning et al. (2007) presented expressions for the three length scales for 
different levels of stability, along with the friction velocity, which was given by: 
𝑢𝑢∗(𝑧𝑧) = 𝑢𝑢∗0(1 − 𝑧𝑧/𝑧𝑧𝑖𝑖)𝛼𝛼 (1.44) 

where u*0 is the friction velocity near the ground, zi is the height of the boundary layer and α 
is a factor that depends on the stability of the boundary layer. A value of α = 1 gives a linear 
variation of friction velocity with height.  

1.1.4 Impinging jets (NCSRD) 
Impinging jets have been used extensively in the industry as they offer an effective way to 
transfer heat and mass. Impinging jets can produce heat transfer coefficients that are up to 
three times higher at a given maximum flow speed compared to a wall-parallel flow 
(Zuckerman & Lior, 2006). Typical heat transfer applications include cooling of material in 
material forming processes, cooling of electronic components, heating of optical surfaces for 
defogging and cooling of turbine components. Some examples of mass transfer applications 
are drying and removal of small surface particulates. Impinging jets can also appear as side 
effects of other applications, for example in the case of a vertical take off or landing system. 

In hydrogen applications, impinging jets can be formed in various scenarios. Hydrogen 
vehicles are provided with pressure release vent which might be located at the bottom of the 
storage system. As a result in the case of a release, hydrogen will escape as high momentum 
jet impinging to the ground. Hydrogen impinging jets can be formed also in the case of an 
accidental release in closed rooms. Such a case has been studied experimentally in (Friedrich 
et al. 2007) and numerically in (Middha et al. 2010). Hydrogen impinging flames have been 
studied in (Schefer et al. 2011), (Ranga Dinesh et al. 2012) and (Mira Martinez & Jiang 
2013). 

Impinging jets involves very complex physics. As we can see in Figure 1.5, impinging jets 
has three distinct main flow regions with distinct flow physics: free jet, stagnation and wall 
jet. When the flow exits the nozzle, the surrounding fluid entrains into the jet reducing the jet 
velocity. The mixing region surrounds a core area where the fluid velocity at the centerline is 
almost equal to the exit velocity. The end of the core region is typically defined as the point 
where the velocity reaches the 95% of its value at the exit of the nozzle. The length of this 
region is usually equal to six to eight nozzle diameters. In the case where the flow hasn’t 
reached the target, a decaying jet region follows caused by large shear stresses at the jet 
boundary. In this region, the axial velocity decreases as we move away from the centre 
forming a Gaussian like profile (Figure 1.5). This profile becomes wider as we move away 
from the nozzle. As the flow approaches the wall, it enters the stagnation or deceleration 
region. The axial velocity is rapidly decreased and its direction changes. The static pressure of 
the flow is increased, transmitting the effect of the wall upstream. High normal and shear 
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stresses are developed due to the non-uniform turning of the flow. Vortices are stretched and 
turbulence increases. Typical value for the thickness of this region is 1.2 nozzle diameters. 
Next, the flow enters the wall jet region where it moves parallel to the wall. The wall jet has 
its minimum thickness at a distance of 0.75 to 3 nozzle diameters from the jet axis and then it 
continually thickens. The flow has a shearing layer influenced by both the wall and the 
velocity gradient with respect to the surrounding stationary fluid. As the flow moves parallel 
to the wall, the wall jet entrains the surrounding fluid, its thickness grows and its average 
velocity decreases.   

The complex nature of impinging jets makes their numerical simulation a tough task. The 
main difficulty in the accurate prediction of the phenomenon is the turbulence modelling and 
the modelling of the interaction with the wall. A thorough analysis of impinging jet modelling 
strategies can be found in (Zuckerman & Lior 2006). 

 

 
Figure 1.5: Flow regions of an impinging jet (left) and flow details of a free submerged jet 

(right) (Zuckerman & Lior 2006). 

1.1.5 Passive and forced ventilation (HSL, UU) 
Passive ventilation of the enclosure with one or more vents has been investigated by a number 
of researchers. Passive ventilation is driven by buoyancy effects. The pressure within and 
outside the compartment varies hydrostatically with height. The vertical pressure gradient 
inside the enclosure is lower than the vertical pressure gradient outside due to the lower 
density of gas mixture inside the enclosure and therefore lower weight of the fluid column of 
a given height. The difference between these pressure gradients leads to a buoyancy-driven 
flow through the vent(s). The height at which these pressure gradients intersect (internal 
pressure is equal to external) is designated as neutral plane. Above the neutral plane the 
internal pressure is higher than external, resulting in gas mixture outflow from the enclosure 
through the vent(s), while below neutral plane the external pressure is higher, driving fresh air 
into the enclosure through the vent(s) located below neutral plane (Figure 1.6).  
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Figure 1.6: Bi-directional flow through the vent with hydrogen-air mixture escaping above the 

neutral plane and fresh air inflow below (Molkov et al., 2014). 

In certain simple cases, for example for a well-stirred gas mixture, producing uniform mixture 
density across the enclosure, it is possible to find an analytical solution for the hydrogen 
concentration produced by a steady hydrogen release.    

One such solution for a single vent and uniform gas mixture within the enclosure had been 
proposed by University of Ulster. The derivation was based on hydrogen and air mass 
balances and results in equation 
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The model has been compared against experimental data on uniform and non-uniform 
distribution of helium concentration in the enclosure with one vent of different size and 
various release flow rates and have shown a good agreement with maximum hydrogen 
concentration levels observed in the experiments (i.e.,  demonstrated to be conservative). 
More complex cases, including multiple vents and non-uniform mixture distribution may 
require CFD modelling in order to obtain hydrogen distribution within enclosure. 
Forced ventilation involves suction of hydrogen-air mixture, or blowing of fresh air into the 
enclosure by means of external force (e.g., fan) and is applied when the passive ventilation is 
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not sufficient to prevent hydrogen concentration to rise above flammable level for the 
expected release rate.  
Enclosed spaces may be ventilated by natural (passive) or forced (mechanical) ventilation. In 
passive ventilation, the flows through the openings and cracks in the enclosure are driven by 
wind or buoyancy effects arising from differing temperatures or gas densities. Buoyancy 
effects are particularly important with hydrogen due to its low molecular weight, but the 
geometry of the enclosure and the form and location of the openings also play an important 
role in passive ventilation.  A large amount of research has been carried out on passive 
ventilation, which has arisen mainly from the need for energy efficient buildings. However, it 
is also relevant to hazard analysis such as pollutant ingress.  Much of this previous work has 
involved the development of simple analytical or empirical models. These are often based on 
empirical correlations for the airtightness of standard building components and have proven to 
be effective in predicting infiltration rates. Modelling passive ventilation with CFD is 
challenging because these empirical correlations cannot always be used in the same way, and 
flows through openings and cracks in enclosures may instead need to be modelled explicitly. 
Modelling of air flow in rooms with forced ventilation is often simpler than in those that are 
naturally ventilated as information is usually available on the characteristics of the ventilation 
system, and the flow tends to be less sensitive to small differences in temperature and wind-
driven pressures. 

Modelling buoyant flows in an enclosure 
Linden et al. (1990) developed a framework for modelling buoyancy-driven ventilation. Their 
work was aimed at thermal sources of buoyancy, but can equally be applied to releases of 
buoyant gases, such as hydrogen (Cariteau and Tkatschenko, 2011). Linden et al. (1990) 
separated buoyancy-driven ventilation into displacement and mixing regimes. In the mixing 
regime, incoming air mixes with fluid in the enclosure to produce a homogeneous 
environment. Conversely, in the displacement regime, a stratified environment is produced in 
which the incoming and outgoing fluids do not mix. 

Displacement Ventilation 
An idealised displacement ventilation scenario is shown in Figure 1.7 and Figure 1.8, along 
with the notation used by Linden et al. (1990), which is adopted here. In Figure 1.7, a buoyant 
plume rises from the floor of an enclosure, which has a height H. Two ventilation openings 
are present in the room: a high vent with area a1 and a low vent with area a2. After some 
time, a steady-state is reached in which the buoyant plume maintains a buoyant layer, which 
drives a flow through the vents (Figure 1.7).  
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Figure 1.7: An idealised displacement ventilation scenario in which a buoyant plume rises 
from the floor of an enclosure with high and low vents. 

 

 
 
Figure 1.8: After some time a steady-state is reached in which the buoyant plume maintains a 

buoyant layer, which drives a flow through the vents. 

Mixing Ventilation 
An idealised mixing ventilation scenario is shown in Figure 1.9. A buoyant plume rises from 
the floor of an enclosure, which has a single high vent with area A. The buoyant plume fills 
the enclosure with a well-mixed buoyant fluid, which drives an exchange flow through the 
vent as shown in Figure 1.10. 
 

 
Figure 1.9: An idealised mixing ventilation scenario in which a buoyant plume rises from the 

floor of an enclosure with a single high vent. 
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Figure 1.10: After some time a steady-state is reached in which well mixed buoyant fluid 

inside the enclosure drives an exchange flow through the single high vent. 

Modelling the wind effects on the enclosure 
Wind can enhance or oppose buoyancy-driven ventilation. The case of opposing wind and 
buoyancy forces is of interest because it often leads to a worst-case scenario, in terms of the 
gas-cloud size. The model developed by Hunt and Linden (2005) for opposing wind and 
buoyancy-driven ventilation is shown schematically in Figure 1.11 and Figure 1.12. A 
buoyant plume rises from the floor of an enclosure with high and low vents. A wind flows 
from right to left such that it opposes buoyancy-driven ventilation.  

Hunt and Linden (2005) showed that two steady-state ventilation regimes are possible, 
depending on the relative strengths of the wind and buoyancy forces. For weak opposing 
winds, there is buoyancy-driven displacement ventilation. In this case, the wind inhibits 
buoyancy forces leading to a lower stratification height, as shown in Figure 1.12a. For a 
strong opposing wind, Hunt and Linden (2005) showed that there is wind-driven mixing 
ventilation, with reversed flow through the vents, as shown in Figure 1.12b. 
 

 
  
Figure 1.11: Opposing wind and buoyancy-driven ventilation, the opposing wind flows from 
right to left. 
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Figure 1.12: A weak opposing wind (a) inhibits buoyancy-driven ventilation, whilst a strong 
opposing wind (b) leads to wind-driven ventilation, with reversed flow through the vents 

Modelling infiltration 
The enclosures shown in Figure 1.7 to Figure 1.12 have idealised openings of known 
geometry.  In practice, some openings may have a well-defined geometry, but in many cases 
there are cracks and small irregular openings in the enclosure walls. These “adventitious” 
openings do not have well-defined geometry and are particularly difficult to model.  

In the construction industry, the air-tightness of buildings is often measured using 
pressurisation tests where a fan is used to pressurise a building. The total flow rate is then 
measured for a given pressure difference, and this is used to determine the total air change 
rate for an enclosure. Over the years, pressure test data have also been accumulated for a wide 
variety of standard building components and these are tabulated in various forms in the 
literature. One common method used to compare this data is to express the leakage flow rate, 
Q, in terms of a flow coefficient, C, and exponent, n, for a given pressure drop, ΔP: 
𝑄𝑄 = 𝐶𝐶(∆𝑃𝑃)𝑛𝑛 (1.47) 

Values of C and n are then provided for individual building components, such as different 
types of windows and doors.   

Network ventilation models provide a means of using this pressure test data to predict the air 
change rate within buildings. The models typically involve assembling a network of all the 
leakage paths or openings in an enclosure as a system of equations. Each opening is defined 

(a) 

(b) 
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as a flow rate, Q, which is expressed in terms of a pressure drop, ΔP. This can either take the 
form of  Equation 1.1.5.3 above or, alternatively, for openings of known geometry: 

𝑄𝑄 = 𝐶𝐶𝑑𝑑𝐴𝐴�
2∆𝑃𝑃
𝜌𝜌

 (1.48) 

where Cd is the discharge coefficient and A is the cross-sectional area of the opening. By 
iterating on the internal pressure in the enclosure and ensuring conservation of mass, it is 
possible to determine the flow rate through each opening. Network models can take into 
account external wind effects through specification of a surface pressure coefficient for each 
face on the enclosure. The external wind pressure then appears as a contributor to ΔP in 
Equations 1.1.5.3. and 1.1.5.4. For further details of network methods, see AIVC (1996).  

For enclosures that have a complex shape, it may be necessary to use CFD to simulate the 
external air flow around the enclosure in order to determine the wind pressures on different 
faces of the building. CFD can also be used to model the flow through the leakage paths into 
the enclosure and the internal flow field.  For an example of this type of CFD application, see 
Ramponi and Blocken (2012), who used a simple geometry with relatively large openings.  

The flow through infiltration openings is sensitive to buoyancy effects arising from 
temperature differences between the inside and outside of the building, and also the buoyancy 
from the gas being released (especially hydrogen). These will interact with the wind-driven 
flows through the openings. There is the potential for some of the openings to change over 
time from being inlets to outlets, as the gas accumulates within the enclosure. CFD models 
that adopt a prescribed velocity and direction approach for the ventilation openings would be 
unable to take this into account. Instead, the flow through the openings ideally needs to be 
able respond over time to changes in pressure within the building.  

In some cases, it may be possible to de-couple the CFD modelling into two parts: 
1. External aerodynamics simulations of the building using prescribed wind speeds, in 

order to determine the surface pressures on different infiltration openings in the 
building fabric.  

2. Internal ventilation simulations of the flow inside the building. These simulations may 
include the hydrogen source and the presence of any obstructions within the building. 
The main reason for de-coupling the external and internal flows in this way is for 
computational efficiency. This de-coupled approach assumes that infiltration has no 
effect upon the external wind-driven aerodynamics flow, i.e. that small leaks do not 
affect significantly the wind-driven pressure on the enclosure faces.   

If it is necessary to couple the external wind and internal ventilation models, two alternative 
approaches are available. The first is to design the geometry of the CFD model to explicitly 
include the small gaps or holes around the doors, windows etc. where leakage paths are 
present. The second approach is to use empirical correlations for the leakage rates of different 
building elements, described above. The external pressure could be taken from simulations of 
the external enclosure aerodynamics and the internal pressure would be calculated by 
averaging the surface pressure over the particular building element surface in the CFD model, 
such as a window. Equation 1.1.5.3 could be used to relate the volumetric flow rate through 
the opening (Q) as a function of the pressure difference between the inside and outside of the 
building (ΔP).  
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The first approach has a number of disadvantages. Firstly, it is very difficult to specify 
correctly the shape of the infiltration openings in the CFD model geometry. These could 
involve long cracks a millimetre or less in width, with a convoluted internal flow path 
between the inside and outside of the building. Not only would it be time-consuming to 
determine the size of each crack, but the shape of the internal flow path would probably be 
unknown, and as a result the accuracy of the CFD model would be uncertain. Secondly, the 
computational grid would need to be very fine in the vicinity of these cracks, with cell 
dimensions of a millimetre or less. This would result in a very large overall grid size 
(probably, many millions of cells) which would lead to very long computing times.  

In the second approach, the CFD model geometry would be much easier to define, since it 
would involve large building elements, such as windows and doors, rather than many small, 
intricately-shaped cracks. The computational grid needed would be coarser, which would 
result in a model that runs quickly. One of the limitations of the second approach is that it 
would lump together the leaks in various building element into a single ventilation flow 
through the whole area. This means that close to the element itself such as a window, the flow 
behaviour will be poorly represented. Instead of a high-velocity flow through a crack, the 
model would simulate a lower velocity flow through the whole window face.  

Another limitation is that under certain conditions involving strongly buoyancy-affected 
flows, air may flow out of the top part of an element and in through the lower half. This 
would produce much higher exchange rates between the inside and outside of the building 
than is the case if just the net infiltration (inflow minus outflow) were modelled.  

Forced ventilation 
In many industrial settings, a forced ventilation system is installed. The aims of the system 
typically include some or all of the following: 
•    To control the temperature in the enclosures 
•    To remove exhaust gases or toxic products 
•    To disperse accidental releases of toxic or flammable gases 
•    To control admission of fresh air in the case of a fire 
A ventilation system may include a number of components, for example: 
•    Fans which can push air into and/or pull air out of the enclosure 
•    Ducts through which air is transported to and from the enclosure 
•    Devices that condition the incoming air to control its temperature and/or humidity 
•    Devices that condition the incoming air to control its temperature and/or humidity 
•    Fire dampers or smoke ventilation openings which are activated when a fire is detected 

Often, CFD models of enclosures with forced ventilation use prescribed velocities at the 
ventilation openings. However, this approach is unable to account for changes in the 
ventilation behaviour due to changes in pressure that may arise due to the build-up of a gas 
cloud or a fire within the enclosure. An alternative is to specify the flow rates through the 
ventilation openings using a ventilation network model. There are alternative approaches 
available to model the ventilation network, which vary in complexity.  

“Simple” Ventilation Network Model 
In a simple ventilation network model, the ventilation system is parameterised in terms of 
duct lengths, diameters and loss coefficients, fan characteristics and locations (nodes) where 
ducts interconnect. One-dimensional conservation equations are then solved for mass, 
momentum and energy through the system. An example of this type of model is given in the 
Fire Dynamics Simulator (FDS) CFD code. The network ventilation model in FDS model 
does not account for any accumulation of material in the network, hence the mass flow into a 
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node at a given time step must leave the node at the same time step. The model is capable of 
simulating the activation of any fire dampers, which is of particular interest in the types of 
application for which FDS is often used. The computational overhead incurred in using FDS 
with the implemented network model is very modest. Other options available in alternative 
CFD codes are to combine pre-existing network models such as COMIS or CONTAM with 
CFD simulations of the flows within the enclosure.  

Complex Ventilation Network Model 
An alternative to the simple 1D network models is to construct a three-dimensional CFD 
model of the ventilation network. This is a more physically realistic approach, but the 
increased computational overhead might not be justified even if the conditions in the network, 
such as temperatures, pressure and volumetric flow rates could potentially be more accurate. 

1.1.6 Buoyancy-controlled and momentum-dominated subsonic jets 
(HSL) 

Vertical buoyant plumes and free-jets are related phenomena, both having a core region of 
higher momentum flow surrounded by shear layers bounding regions of quiescent fluid. 
However, whereas for jets the driving force for the fluid motion is a pressure drop through an 
orifice, for plumes the driving force is buoyancy due to gradients in fluid density. Plumes can 
develop due to density gradients caused by temperature differences, for example in fires, or 
can be generated by fluids of different density mixing, such as a release of hydrogen in air. 
For a good introduction to turbulent jets and plumes, see Chen and Rodi (1980) or List (1982 
a,b). A more general discussion of buoyant flows is given in Gebhart et al. (1988). 

A free vertical buoyant plume can be split into a number of regions, see Figure 1.13. Close to 
the source, the flow is affected by details of the particular release conditions. This could 
include inertial effects if, for example, the flow involves a release of buoyant fluid through a 
nozzle under pressure. Other complexities near the source may be associated with combustion 
in fire plumes. At a sufficient distance further downstream, the effects of the source 
conditions are lost, buoyancy forces dominate the flow and it exhibits plume behaviour. 
Between the near-source and far-field regions, there is a transitional region.  
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Figure 1.13: Flow development of a buoyant jet, from Chen and Rodi (1980). 

Plumes arising from continuous releases of buoyant fluid with significant initial momentum 
are termed “thermals” or “puffs”. “Starting plumes” refer to the advancing front from a 
continuous buoyancy source in the initial phase of the release before a steady plume becomes 
established. 

In buoyant jets, the location where transition occurs from jet to plume behaviour is often 
characterised using the densimetric Froude number, Fr, given by: 
 𝐹𝐹𝐹𝐹 = 𝑈𝑈

��𝑔𝑔𝑔𝑔�
𝜌𝜌∞−𝜌𝜌
𝜌𝜌∞

��
 (1.49) 

where U is the mean velocity, g gravity, D a characteristic length-scale, and ρ density. 
Subscript ∞ refers to the far-field value1. The Froude number represents the ratio of inertial 
forces to buoyancy forces. It ranges in value from near zero for pure plumes, towards infinity 
for jets with negligible buoyancy. Chen and Rodi (1980) analysed a number of jet and plume 
experiments and, using dimensional analysis, produced the graph reproduced in Figure 1.13, 
which shows the transition from jet- to plume-like behaviour with increasing Fr2.  
Figure 1.14 shows how the difference in mean density between the axis of the plume and the 
far field value decays with distance from the inlet. In the jet-like region near the source, the 
density difference decays at a rate (x – x0)-1 whereas in the fully-developed plume region it 
decays faster of (x – x0)-5/3. Here, x is the axial coordinate and x0 is the “virtual” source 
location (see Figure 7. Empirical correlations for the decay rate of mean velocity and scalars 
in buoyant jets are given in Gebhart et al. (1988)). Both jets and plumes spread linearly in a 
uniform environment, although at different rates.  

                                                 
1 In some cases, the densimetric Froude number is defined with the density difference made dimensionless using 
the plume source density, ρ, instead of the ambient density  ρ∞, e.g. Chen and Rodi (1980) and Hossain and Rodi 
(1982).  
2 The local Froude number in this case is evaluated on the plume centreline. Note, the Fr defined by Chen and 
Rodi (1980) is the square of the definition of Fr given above. 
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Figure 1.14: Decay of centreline density in round plumes from Chen and Rodi (1980). 

Another common measure used to assess when buoyant jets reach a fully-developed state is 
the Morton length scale, lM: 

𝐼𝐼𝑀𝑀 = 𝑀𝑀0
3 4⁄

𝐹𝐹0
1 2⁄  (1.50) 

where M0 and F0 are the specific momentum and buoyancy added at the source of the plume: 
   𝑀𝑀0 = 2𝜋𝜋 ∫ 𝑈𝑈2𝑟𝑟 𝑑𝑑𝑑𝑑𝑟𝑟0

0 ,      𝐹𝐹0 = 2𝜋𝜋 ∫ 𝑈𝑈𝑈𝑈 ∆𝜌𝜌
𝜌𝜌∞

𝑟𝑟0

0 𝑟𝑟 𝑑𝑑𝑑𝑑 (1.51) 

For plumes with uniform properties at the source, this is equivalent to: 
𝐼𝐼𝑀𝑀 = 𝐹𝐹𝑟𝑟0𝐷𝐷

(𝜋𝜋 4⁄ )1 4⁄  (1.52) 

where Fr0  is the source densimetric Froude number at the source and D the inlet source 
diameter. 

Papanicolau and List (1988) suggest that jet-like conditions occur in turbulent buoyant jets for  
(x-x0)/LM < 1 and fully-developed plume-like conditions for (x-x0)/LM > 5. However, there is 
some debate in the literature over the distance required to reach fully-developed plume 
conditions, see for example Dai et al. (1994) and Shabbir & George (1994). Mean parameters 
(velocity, temperature etc.) require a shorter distance to reach a fully-developed state than 
statistical quantities such as Reynolds stresses.   
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An important feature of the mean flow in the fully-developed region of turbulent buoyant 
plumes is “self-similarity” or “self-preserving” behaviour. In positively-buoyant plumes, as 
the less dense fluid rises and spreads, the mean velocity peak on the plume centreline decays 
and the plume becomes wider. However, the shape of the mean velocity profile remains the 
same. If the dimensionless radial profiles of the mean velocity are plotted at different vertical 
positions in the plume on the same graph axes, the curves all fall on top of one another. Self-
similarity is also exhibited in the dimensionless temperature and species concentration 
profiles and in the dimensionless RMS turbulent fluctuations of velocity, temperature and 
concentration ( �𝑢𝑢2 𝑈𝑈0⁄  , �𝑣𝑣2 𝑈𝑈0⁄   , �𝜃𝜃2 Θ0⁄   or �𝑐𝑐2 𝐶𝐶0⁄  ). Sample data from the 
experiments of Papanicolaou and List (1988) and Dai et al. (1994) shown in Figure 1.15 and 
Figure 1.16 demonstrate this behaviour.  
 

 
Figure 1.15: Dimensionless mean velocity and mean concentrations profiles in a turbulent 

axisymmetric plume, from Papanicolaou and List (1988). 
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Figure 1.16: Dimensionless mixture fraction fluctuation profiles in a turbulent axisymmetric 

plume, from Dai et al. (1994). 

CFD studies 
CFD simulations of fully-developed, self-similar turbulent buoyant plumes have, to date, 
mainly used turbulence models based on the Reynolds-Averaged Navier Stokes (RANS) 
equations. The alternative class of Large Eddy Simulation (LES) turbulence models  require 
significantly greater computing resources and have mainly been used to simulate just the 
near-field flow behaviour of buoyant plumes (see, for example, DesJardin et al., 2004). An 
exception to this is the LES study by Zhou et al. (2001a,b), in which the thermal plumes of  
George et al. (1977), Shabbir and George (1994) and Cetegen (1997) were examined.  Whilst 
axisymmetric RANS simulations of these flows would involve meshes with around 4,000 
cells, the large-eddy simulations of Zhou et al. (2001a,b) used more than 4 million cells.  

One of the most comprehensive early CFD studies of buoyant plumes was undertaken by 
Hossain and Rodi (1982). They examined the performance of an algebraic stress and heat flux 
model in axisymmetric and plane plumes, buoyant jets and pure jets. Their model was based 
on the differential stress model of Gibson and Launder (1978). The proposed algebraic model 
shared some features with the standard k – ε model but used modified expressions for the 
stresses and heat fluxes and a more sophisticated diffusion term. It also incorporated an 
empirical correction for the round-jet/plane-jet anomaly first proposed by Rodi (1972). To 
simulate the axisymmetric plume, they used a parabolic method where the numerical grid was 
automatically adjusted in the downstream direction to match the plume width. The results 
from their study should be interpreted with care, since subsequent work by El Baz et al. 
(1993) showed that the parabolic approximation led to over-predictions of the spreading rates 
by more than 10% in axisymmetric round jets (due mainly to the neglect of source terms 
arising from streamwise gradients, particularly of ε). 
A number of more recent CFD simulations of axisymmetric buoyant plumes have also used 
variants of the standard k – ε turbulence model. Nam and Bill (1993) performed simulations 
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of pool fires using the commercial code PHOENICS and modified the standard Launder and 
Spalding (1972) model by changing, arbitrarily, the values of the effective Prandtl number, 
σeff, and the model constant, cμ, to obtain improved results in buoyant plumes. The 
consequences of changing these constants on the model's performance in other flows was not 
explored. 

Hara and Kato (2004) used a standard k – ε model and presented results using different 
meshes with various modifications to the cε3 constant in the buoyancy production term of the 
ε-equation. They compared results to the experiments of Yokoi (1960), which involved 
releases of buoyant fluid through a circular orifice, but modelled this as a square orifice to 
enable the use of hexahedral Cartesian grids. Results were found to be grid-sensitive and 
recommendations regarding resolution were provided. Differences in the cε3 constant were 
found to have no effect on results. 

The study by Brescianini and Delichatsios (2003) also examined the k – ε model in 
combination with different sub-models for the turbulence production due to buoyancy, 
including the Boussinesq Simple Gradient Diffusion Hypothesis (SGDH), the Generalized 
Gradient Diffusion Hypothesis (GGDH) of Daly & Harlow (1970) and the algebraic model of 
Hossain and Rodi (1982). They compared CFD predictions mainly to the experimental 
measurements of Dai et al. (1994) and examined both axisymmetric and plane plumes. None 
of the model variants was found to capture all the flow details of both axisymmetric  and 
plane plumes and no firm conclusions were drawn regarding the best turbulence buoyancy 
production model. They concluded that given the overall satisfactory performance of the k – ε 
model in predicting the mean-flow quantities, there was no real advantage to be gained in 
using a higher-order closure model to study buoyant plumes. 

Yan and Holmstedt (1999) compared two k – ε model variants against the George et 
al. (1977) experiments for the axisymmetric plume. The first variant was a standard  k – ε 
model with SGDH and the second involved an additional algebraic stress model for the 
production term in the k-equation combined with GGDH for the production due to buoyancy. 
The additional algebraic stress model was based on a second-moment-closure correction 
devised by Davidson (1990). The standard k – ε model with SGDH was found to under-
predict the spreading rate of the plume, producing overly-high temperatures and velocities in 
the core. Their modified model produced better results for the axisymmetric plume.  

Van Maele and Merci  (2006) examined both an axisymmetric and a plane buoyant wall 
plume using SGDH and GGDH variants of the standard k – ε model and a realizable k – ε 
model with the commercial code, Fluent. The SGDH source term was shown to have little 
effect in the axisymmetric plume case, and consequently the turbulent kinetic energy was 
underpredicted and the centreline velocity and temperature were over-predicted. The GGDH 
model was found to perform well with either of the two k – ε model variants. For the 
axisymmetric plume case, results were compared to the experimental data of George et al. 
(1977). 

Finally, Craft et al. (1996) mentioned briefly the results for the buoyant plume in discussing 
developments of their Two-Component Limit (TCL) second-moment-closure model. 
Predictions using the TCL model were compared to the experiments of Cresswell et al. (1989) 
and results from a “basic” second-moment-closure model. The spreading rate of the self-
similar buoyant plume was found to be better predicted using the more sophisticated TCL 
model.  
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Further recommendations on best-practice for CFD modelling of buoyant plumes using 
RANS and LES models is provided in the ERCOFTAC Knowledge Base 
(http://www.ercoftac.org/products_and_services/wiki/, accessed 20 June 2014).  

1.1.7 Expanded and under-expanded jets (UU) 

1.1.7.1Expanded jets 
Hydrogen release from a relatively low pressure reservoir (below ~ 1.9 standard atmospheres) 
results in an expanded jet, where the pressure at the nozzle exit is equal to the atmospheric 
pressure. It has been shown that expanded turbulent jets of practical interest can be adequately 
described using similarity laws (Molkov, 2012). Ricou and Spalding (1961) demonstrated by 
using the dimensional analysis that when the fluid density is uniform, the Reynolds number is 
high, and the distance x from the nozzle along the jet axis is much larger the diameter of the 
orifice D, then the total mass flow rate m(x), including entrained surrounding gas, through a 
cross-section at right angle to the jet axis, is proportional to distance from the nozzle x   

xMKxm S
2/12/1

01)( ρ=  (1.53) 

where 4/22
0 DUM N πρ= , is the momentum flux of the jet at orifice, Nρ  and Sρ are the 

densities at the nozzle and in the surrounding gas, respectively, K1 is numerical constant and U 
is the velocity in the nozzle (Molkov, 2012).  

Ricou and Spalding (1961) had experimentally shown that numerical constant K1 has the 
value 0.282 irrespective of the density ratio, the equation for mass flow rate holds for non-
uniform density provided that buoyancy effects are negligible; and that the presence of 
combustion reduces K1. The experimental data for isothermal injection of different gases 
(hydrogen, air, propane, carbon dioxide) into stagnant air therefore obey the following simple 
relation derived from (1.53) 
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where Nm is the mass flow rate of the gas in the nozzle. 

A mass fraction of fuel averaged through the jet cross-section area can be calculated as a 
reciprocal to the left-hand side of equation (1.54)  
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A mean mass fraction of fuel on a jet axis is higher compared to the fuel mass fraction 
averaged through the jet cross-section. The axial concentration can be calculated by similarity 
laws (Chen and Rodi, 1980) for round and plane jets respectively  
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http://www.ercoftac.org/products_and_services/wiki/
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where NC is the mass fraction of hydrogen in the nozzle ( NC =1 for pure hydrogen release) 
and axC is hydrogen mass fraction at the jet axis. 

It is seen from the similarity laws (1.55) and (1.56) that for the hydrogen released to a 
stagnant air the distance from the nozzle to a location of a given axial concentration in percent 
by mass (e.g. to the lower flammability limit) depends only on the nozzle diameter. 
Furthermore, a plane jet decays slower than the round jet (~ D  versus ~ D) of the same size 
(for an infinite plane jet). Plane jets with limited length to width ratio were shown not to obey 
(1.57), at least at a far field where they are decaying similar to round jets (Molkov et al., 
2010).  

The mass fraction of a specie MC  can be calculated by its volumetric (mole) fraction VC  
using equation 
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 (1.58) 

where NM  and SM  are molecular masses of hydrogen and surrounding gas (28.84 g/mol is 
accepted for air in calculations) (Molkov, 2012). 

It should be noted that the correlations (1.56) and (1.57) by Chen and Rodi (1980) were only 
validated by concentration measurements in vertical jets up to value x/D = 50. Their 
applicability beyond this range is uncertain.  

Theoretical and experimental study on hydrogen concentration decay in unignited hydrogen 
jets into stagnant air performed by Shevyakov et al. (1980) produced similar relations. It was 
shown, in particular, that for momentum-controlled jets (at high nozzle Froude number

52 10/ >= gDUFr ) the dimensionless distance to 30% of hydrogen by volume (x/D)30% is a 
constant x/D= 47.9. This is an excellent agreement with work by Chen and Rodi (1980) that 
gives value 49.3. The theoretical formula derived by Shevyakov et al. (1980) gives an 
estimate for the flammable envelope length (x/D)4% = 410,  which is close to the Chen and 
Rodi’s value of (x/D)4% = 493. 

1.1.7.2   Under-expanded jets 
Hydrogen release from a high pressure reservoir results in a highly under-expanded (pressure 
at the nozzle exit is above atmospheric pressure) turbulent jet that behaves significantly 
differently from the expanded jets discussed above (Molkov, 2012). At high pressures a 
velocity in a constant diameter nozzle (simple orifice, ruptured pipe, triggered pressure relief 
device (PRD), etc.) remains locally sonic, but the exit pressure rises above ambient. As the 
result the expansion down to ambient conditions takes place outside the nozzle.  
The critical pressure ratio for establishing sonic flow of compressible gas is about 1.9 
according to the chocked flow equation 
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where RP and NP are pressures in the reservoir and the nozzle exit respectively, and γ  is the 
ratio of specific heats (γ = 1.4 for diatomic gases at the normal atmospheric conditions). 
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For under-expanded jet the flow expansion occurs near the nozzle exit and is characterised by 
the complex shock structure, which is well documented and published (e.g., Abramovich, 
1963). The schematic presentation of an under-expanded shock structure is given in Figure 
1.17 (Dulov and Luk’yanov, 1984). Figure 1.17 shows that local sonic velocity is established 
at the nozzle exit with Mach number M=1. Outflowing gas undergoes rapid expansion and 
quickly accelerates to high Mach numbers (up to M=8 for 70 MPa storage pressure) with 
decrease in pressure and density. A series of expansion waves are formed at the nozzle exit 
edge. These expansion waves are reflected as compression waves from the free surface at the 
jet flow boundary, coalesce and form a barrel shock and a Mach disk. As gas with very high 
Mach number crosses the Mach disk, it undergoes an abrupt decrease in velocity to subsonic 
speeds and increases in pressure (to the atmospheric) and density. The resulting flow structure 
after the Mach disk comprises of subsonic core (M<1) surrounded by supersonic shell (M>1). 
These two regions are divided by the slip line, which is a shear layer generating turbulent 
eddies. 

 
Figure 1.17: The schematic presentation of an under-expanded jet structure (Dulov and 

Luk’yanov, 1984). 

For high ratios of nozzle exit to atmospheric pressure above 40, the barrel shock terminates 
with a strong Mach disk without a diamond structure, and below this critical pressure ratio of 
40 – with the diamond structure. This estimate of the critical pressure ratio is based on 
simulations of hydrogen under-expanded jets carried out at the HySAFER Centre. The ratio of 
a storage pressure in a vessel to a nozzle pressure can be roughly estimated as 2 for cases 
without losses (short nozzles). This means that no diamond structure can be expected for 
under-expanded hydrogen jets to the atmosphere at storage pressures below about 8 MPa. 
This preliminary conclusion yet has to be confirmed by experiments. 

Schlieren image of shock structure of under-expanded hydrogen jet near nozzle exit was 
photographed by Ruggles and Ekoto (2011). Figure 1.18 shows a mean image of the Mach 
disk structure (left), and a mean image of Mach disk and diamond shock structure (right). 
Nominal pressure ratio was 10:1 and nozzle diameter was 0.75 mm. 
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Figure 1.18: Images of the Mach disk structure (left), and Mach disk and diamond shock 

structure (right) (Ruggles and Ekoto, 2011). 

In engineering applications it may be computationally expensive and impractical to simulate 
detailed shock structure of under-expanded jet, especially when interested in problems 
involving large geometrical scales. Instead, it is advantageous to substitute simulation of 
under-expanded jet issued from actual nozzle with simulation of an expanded jet from the so-
called effective or notional nozzle.  

A number of notional nozzle theories have proposed, introducing the concept of effective 
source diameter, whereby the shock structure formed in the under-expanded jet is replaced by 
a notional nozzle. Birch et al (1984) developed the concept of an effective source diameter, 
based on the area which would be occupied by the same mass flow rate at ambient pressure 
and temperature with a uniform sonic velocity. Birch et al. (1984) showed that the behaviour 
of under-expanded jets is similar to classical subsonic free jets provided that an appropriate 
scaling factor is employed to describe the effective size of the jet source. 

While Birch et al. (1984) model remains one of the most frequently cited, this model is built 
on the ideal gas equation of state and thus not applicable to gas storage pressures above 10-
20 MPa when effects of gas non-ideality must be accounted for. Indeed, the Abel-Noble 
equation of state TRZp H2

ρ= , where Z=1/(1− bρ) is the compressibility factor, has value Z = 
1.01 at 1.57 MPa, Z = 1.1 at 15.7 MPa, and Z = 1.5 at 78.6 MPa (at temperature 293.15 K).  
The first theory of under-expanded jet that accounts for non-ideal behaviour of highly 
compressed hydrogen has been published by Schefer et al. (2007). The notional nozzle 
diameter calculations by Schefer et al. (2007) are similar to Birch et al. (1984) except for the 
Abel-Noble equation (Chenoweth, 1983) being applied in place of the ideal gas equation of 
state, and the assumption by Birch et al. about the speed of sound at the notional nozzle being 
relaxed. As a result the theory of Schefer et al. (2007) predicts uniform super-sonic velocities 
at the notional nozzle exit at high storage pressures. 

Molkov et al. (2009) developed the alternative to Schefer et al. (2007) under-expanded theory 
which is based on mass and energy conservation equations rather than mass and momentum 
(Schefer et al., 2007). Similar to Birch et al. (1984) the model developed by Molkov and 
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colleagues is based on the assumption of uniform sonic flow through the notional nozzle. The 
under-expanded jet scheme is shown in Figure 1.19. 
 

 
Figure 1.19: The under-expanded jet scheme: 1 – storage vessel, 2 – nozzle entrance, 3 – 

nozzle exit, 4 – notional nozzle exit. 

It is assumed that the gas in the high pressure storage tank “1” is quiescent. The flow 
parameters at the entrance to the leak channel are referred to by variables with subscript “2”, 
and those at the actual nozzle exit by variables with subscript “3”.  For sonic and super-sonic 
releases the flow becomes choked at the nozzle exit 3, and the nozzle exit velocity therefore is 
equal to the local speed of sound (Mach number equals unity, M=1). The notional nozzle is 
situated between the actual nozzle exit “3” and the notional nozzle exit “4” where flow 
parameters correspond to fully expanded jet with the pressure equal to ambient and uniform 
flow velocity equal to local speed of sound. 

Notional nozzle theory by Molkov et al. (2009) assumes that gas expansion from the reservoir 
“1” to the nozzle exit “3” (Figure 1.19) is isentropic and governed by Abel-Noble law. The 
losses incurred in the flow between nozzle entrance “2” and nozzle exit “3” are neglected. It is 
further assumed that there is no air entrainment to an expanding jet between the actual nozzle 
exit “3” and the notional nozzle exit “4”. Gas release can be described by a following system 
of nine equations with nine unknown parameters ( 444433331 ,,,,,,,, ATupTu ρρρ ): 

- three equations of state for gas parameters at the reservoir, 1, the real nozzle exit, 3, 
and the notional nozzle exit, 4: 

11
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2
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H+
=ρ

   33

3
3
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=ρ

   44
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4

2
TRbp

p
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- two equations of energy conservation, one between the reservoir “1” and the actual 

nozzle exit “3” and another between the actual nozzle exit “3” and the notional nozzle 
exit “4”: 

2

2
3

31
u

TcTc pp +=
    2

2
4

43
uTcTc pp +=  (1.61) 

 
- two equations for the speed of sound, one for choked flow in the nozzle exit “3” and 

another for the assumption of the speed of sound at the notional nozzle exit “4”: 
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- and finally mass conservation equation between entrance to the notional nozzle “3” 

and exit from the notional nozzle “4”: 

444333 AuAu ρρ =  (1.63) 

Known parameters are 4311 ,,, pATp and constants γ,,,
2

bRc Hp , where ρ is the density 
(kg/m3), u is the gas velocity (m/s), A is the cross-section area (m2), T is the temperature (K), 

vp cc /=γ is the ratio of specific heats at constant pressure cp and constant volume cv 
respectively (both in J/mol/K), 

2HR is the hydrogen gas constant (4124.24 J/kg/K) and b is the 
co-volume constant for the Abel-Noble equation ( 31069.7 −⋅=b m3/kg).  

The isentropic expansion equation between the reservoir “1” and the actual nozzle exit “3” 
can be expressed as  
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Equation for energy conservation between the reservoir “1” and the actual nozzle exit “3” 
(1.62) can be rewritten as 
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Multiplying numerator and denominator in the second term of the right-hand side by square of 

the speed of sound (expressed for Abel-Noble gas as 
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where 3M is Mach number of the flow in state 3. Taking into account that 
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By substitution 
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Equation (1.64) can be rewritten using the Abel-Noble equation of state 
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By uniting the density terms in (1.69) and substituting the temperature ratio from (1.68), 
(1.69) can be further rewritten as 
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The notional (or effective) nozzle diameter can be than calculated as follows (Molkov et al., 
2009):  

The first step is to calculate hydrogen density in the reservoir from the Abel-Nobel equation 
of state TRZp H2

ρ= . Solving a transcendental equation of isentropic expansion (1.70) 
provides density at the actual nozzle exit. Temperature T3 at the actual nozzle exit can be 
obtained from the eq. (1.68) and the pressure 3p from the Abel Noble equation. At the actual 
nozzle exit 3, the flow is chocked and hydrogen velocity can be calculated using the equation 

for the speed of sound
)1(

2

bp
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−

=
ρ

γ . From the energy conservation equation between the 

actual nozzle exit and the notional nozzle exit (1.61) written per unit mass, and with the 
assumption that hydrogen velocity at the notional nozzle exit is equal to the local speed of 
sound 4

2
4 2

TRa Hγ= , it is possible to derive the temperature at the notional nozzle exit as 
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Hydrogen density at the notional nozzle can be calculated by noting that 4p  is equal to the 
ambient pressure and gas velocity 44 au = . Finally, from the continuity equation it follows 
that the notional nozzle exit diameter is 

44

33
34 u

u
dd

ρ
ρ

=  (1.72) 

This approach can be further extended to derive the theory for calculation of the parameters of 
notional nozzle in the presence of losses (Molkov and Bragin, 2009). Minor losses in gas flow 
represent entrance to the channel, abrupt reduction or increase in channel cross-section area, 
presence of valves, elbows, etc. They are described in this theory through the minor losses 
factor K. Frictional losses are considered to be due to friction on walls. They are described 
through equation dfLF /= , where f is the friction factor, L is the channel/nozzle length, and 
d is channel diameter. The system of 12 equations describing this process has been derived in 
(Molkov and Bragin, 2009) and given in Table 1.6. The system of equations in Table 1.6 can 
be reduced to the following two equations with two unknown parameters 3u and 3T  
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(1.73) 

After 3u  and 3T  are found by solving the system of two equations (1.73), the rest of 
parameters in the under-expanded jet can be easily calculated. 

Table 1.6: The system of equations for the under-expanded jet notional nozzle model with 
losses (Molkov and Bragin, 2009). 
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1.1.8 Blowdown (UU) 
Blowdown phenomena refers to the high flow rate release of the hydrogen from a high 
pressure storage reservoir in which the pressure in the reservoir significantly drops as the 
hydrogen escapes from the storage tank. While it is common in CFD modelling to assume 
constant inflow boundary conditions, blowdown scenario requires utilization of variable 
boundary conditions. Blowdown simulations usually utilize models developed for modelling 
of under-expanded jets, with the inflow parameters adjusted according to the drop of tank 
pressure. This requirement can present a problem for the simulations using notional nozzle 
approach, since the change in the tank parameters would affect the diameter of notional 
nozzle, require implementation of the movable mesh or risking loss of resolution at the nozzle 
and associated loss of accuracy. An alternative approach to handling blowdown modelling 
was proposed at University of Ulster, introducing volumetric source which adjusts for 
changing tank parameters by altering mathematical source terms in the volumetric source 
region, keeping its dimensions constant. Volumetric source approach is described in details in 
section 1.2.4. 

Notional nozzle model described section 1.1.7.2, coupled with volumetric source approach 
(section 1.2.4)  was used to simulate pressure dynamics in the hydrogen storage tank during 
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an under-expanded jet release (blowdown) in experiments by UK Health and Safety 
Laboratory (HSL), described in (Molkov et al., 2009). The HSL high-pressure hydrogen 
experimental facility was equipped with 2 vessels of 49 litres capacity each, initial pressure 
was P1=208 bar, initial temperature was estimated as T1=288 K. These conditions correspond 
to 3.025 kg of hydrogen mass stored in the facility. Valve with throat wide open provided a 
minimum orifice diameter of 9.5 mm in the pipeline. The discharge pipeline was installed at 
1.2 m height and directed horizontally. 

Two simulations were performed using adiabatic discharge from the high-pressure vessel (no 
heat transfer), and discharge under the constant temperature conditions (ideal heat transfer). 
Simulated pressure dynamics in the hydrogen storage vessel in comparison with the 
experimental pressure record is shown in Figure 1.20, showing good pressure dynamics 
agreement with experiment. 
 

 
Figure 1.20: Simulated blowdown pressure dynamics (Molkov et al., 2009). 

1.1.9 Releases in presence of obstacles and along surfaces (NCSRD) 
The study of releases and dispersion of hazardous and flammable substances due to an 
accidental release or equipment failure is of great significance not only because it can help in 
designing mitigation/prevention equipment (e.g. detection alarms, shutdown procedures etc.) , 
but also it can help decide on taking actions that may prevent any escalation of the accident.   

Releases can take place outdoors, or indoors, on a flat unobstructed plain, in a confined area, 
or in the presence of obstacles. The consequences of the release are greatly dependent on the 
geometry and the characteristics of the surrounding area, and it can result in 
deflagration/explosion, leading to catastrophic consequences. The presence of obstacles can 
have either negative or positive effect dependent on the case. For instance, obstacles can 
confine the vapour cloud and hinder its dispersion, and, consequently, restrain the hazardous 
area. However, if the vapour cloud is circulated by obstacles it can accumulate, and it is more 
possible to form a flammable cloud and could even cause explosion with catastrophic 
damages, as was happened in the Stockholm accident (“Gasexplosionen på Brahegatan I 
Stockholm den 3Mars 1983).  Therefore, the presence of obstacles and its effect on the flow 
field should be studied thoroughly.  

In addition, even in the case of releases that take place on unobstructed terrain, when the 
release is along surfaces (e.g. along the ground), the characteristics of the surfaces, such as the 
roughness length, the surface’s properties etc., influence the dispersion. In this section the 
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physics related to the release in the presence of obstacle and along surfaces will be discussed, 
in order to understand their effect on dispersion. 

Turbulence is a very important factor in the mixing and the dilution of gaseous releases, and 
especially in atmospheric flows, it is the dominant mechanism. The presence of obstacles, 
such as buildings, equipment of the facility, etc. in a flow field causes recirculation areas, 
separation, vortex shedding and wakes dependent on the size and the shape of the obstacle 
and of the flow characteristics. Consequently, the turbulence is enhanced.  

Moreover, the velocity is decreased downstream the obstacle. The decrease in velocity 
depends on the total area of the object facing the velocity direction. The velocity reduction 
increases with height and length of the obstacle, and it is more pronounced close to the 
obstacle and close to the ground. Figure 1.21 illustrates the flow streamlines around an 
obstacle. The recirculation region and the formed eddies (wakes) upwind and downwind the 
obstacle are displayed. In the area above the obstacle the velocity is increased and in the area 
behind the obstacle (downstream) the velocity is decreased. Away from the obstacle (a few 
obstacle’s height downwind) the velocity profile takes again the unperturbed profile that had 
upwind the obstacle.  Unless if another obstacle block the flow path. 

 

 
Figure 1.21: Schematic diagram of the flow streamlines around an obstacle. 

Based on Reynolds number, different regimes of flow can be observed for the problem of 
flow around obstacle (Franke, 1991). At very low Reynolds numbers (Re << 1), viscous 
forces dominate the flow, and no separation occurs. With the increase of Reynolds number, 
flow separates at trailing edge and forms a recirculation region. Size of recirculation zone 
increases with an increase of Reynolds number and by reaching the critical Reynolds number, 
von Kármán vortex street (Theodor von Karman, 1994) with repeating pattern of swirling 
vortices happens (for flow around cylindrical objects). With further increase of Reynolds 
number beyond this critical value, separation will occur in the leading edge.  

In flows with recirculation areas the released substance of interest may be trapped in these 
areas, leading to hazardous regions with high concentration of the substance. Especially, in 
the case of release and dispersion in a street canyon the hazardous gas can be trapped inside 
the canyon. A street canyon is a formulation of two long parallel buildings side-by-side, along 
with the street between them. Since a city is practically formed of street canyons, they have 
attracted the scientific interest in examining the flow characteristics and the pollution 
trapping. When the flow is perpendicular to the street canyon a complex structure occurs. As 
we see in Figure 1.22, a recirculation zone is formed inside the canyon. The recirculation is 
formed mainly if the velocity of the free flow is higher than 2 m/s although lower values can 
still produce recirculation in some cases (Caton, Britter, & Dalziel, 2003).  

The ratio of the height of the buildings H to the width of the canyon W is important. A typical 
flow velocity inside the canyon for ratio H/W equal to 1 is the 2/3 of the velocity on the top of 
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the buildings (Nakamura & Oke, 1988). As the ratio H/W gets bigger, the coefficient 2/3 gets 
smaller. 

 

 
Figure 1.22: Recirculation zone in a street canyon for ratio H/W=1. 

The value of the ratio H/W is critical regarding the position and the number of the 
recirculation zones. As the ratio becomes greater than one, the centre of the recirculation zone 
moves higher. As we see in Figure 1.23, for ratios greater than 2 a second primary 
recirculation zone can be formed and for ratios greater than 3 a third one. This recirculation 
zone has small velocities and it is unstable. 

 

 
Figure 1.23: Recirculation zones for different values of H/W. 

Detailed analysis about flows in street canyon can be found in (Vardoulakis, Fisher, 
Pericleous, & Gonzalez-Flesca, 2003), (Caton et al., 2003), (Afiq, Azwadi, & Saqr, 2012) and 
(Koutsourakis, 2010). 

In case of release along a surface a boundary layer is formed. The definition of the boundary 
layer follows: A boundary layer is the layer of fluid in the immediate vicinity of a bounding 
surface where the effects of viscosity are significant. 
A boundary layer can be either laminar or turbulent. In case with heat transfer a thermal 
boundary layer (laminar or turbulent) is also formed. The thickness of the boundary condition 
is defined as the distance from the solid body at which the viscous flow velocity is 99% of the 
free stream velocity (the surface velocity of an inviscid flow). Similar for the thermal 
boundary layer the thickness is defined as the distance from the solid body at which the 
temperature is 99% of the temperature found from an inviscid solution.  

It can be said that the most characterizing parameter of the profile is the roughness length 
which is creating the turbulence and thus the boundary layer itself, profile and height of it. A 
definition of the roughness length could be “the height above the ground at which the mean 
wind velocity is zero” (Dyrbye & Hansen, 1997). The terrain is divided into different 
categories depending on its surface material and thus its roughness and goes from smooth to 
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rough terrain, e.g. plane ice, open sea, coastal areas, and open land. There are several tables in 
the bibliography which provide information about the roughness length of each terrain. The 
data might vary slightly from one source to another but despite that they have a good 
agreement. A terrain classification in terms of effective surface roughness length can be found 
in (Desmond, 2000). 

The equations that are applied in the boundary layer are a simplification of the Navier-Stokes 
equations of viscous fluid. Notably, the characteristic of the partial differential equations 
(PDE) becomes parabolic, rather than the elliptical form of the full Navier–Stokes equations, 
resulting in a great simplification of the governing equations within the boundary layer. By 
making the boundary layer approximation for a sufficiently high Reynolds number the flow 
over a surface can be divided into an outer region of inviscid flow unaffected by viscosity (the 
majority of the flow), and a region close to the surface where viscosity is important (the 
boundary layer).  

For an incompressible, two dimensional flow the continuity equation and the Navier-Stokes 
equations in the boundary layer become (Batchelor, 2000): 
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xu  is the streamwise velocity, yu  is the transverse (wall normal) velocity, P is the pressure, 
ρ  is the density, and v  is the kinematic viscosity. 

And for flows where the pressure does not change in the direction of the flow the equation 
(1.75) becomes:   
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In turbulent flows, the boundary layer is divided in a laminar (viscous) sublayer near the wall 
and a turbulent sublayer above it. In the laminar sublayer the turbulent viscosity is neglected, 
and in the turbulent sublayer the laminar viscosity is neglected. From the above simplified 
Navier-Stokes the relationships that calculate the mean velocity in each sublayer, called wall 
functions, are derived: 

For the laminar sublayer 

u y+ +=  (1.77) 

where  

*

uu
u

+ =  (1.78) 

*yuy+ ρ
=

µ
 (1.79) 

*u  is the shear velocity, and µ  the dynamic viscosity. 

For the turbulent sublayer: 



 
  47/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

 

1u ln y c+ += +
κ

 (1.80) 

The constant c  can take values ranged from 4.9-5.5, and the von Karman constant, κ , is 
equal to 0.41. 

A very important factor in releases along surfaces is the heat transfer from the solid object to 
the cloud. The heat transfer rate can be calculated using the Newton’s law of cooling 
(Burmeister, 1993): 

( )sq h T T= ⋅ −  (1.81) 

where q  is the heat transfer rate per unit area, T  is the fluid temperature, sT  is the surface 
temperature, and h is the heat transfer coefficient. The heat transfer coefficient depends upon 
physical properties of the fluid and the physical situation in which convection occurs. For 
laminar flows, the heat transfer coefficient is rather low compared to turbulent flows; this is 
due to turbulent flows having a thinner stagnant fluid film layer on the heat transfer surface. 
In addition, in case of liquid hydrogen release, in the area where the liquid is in contact with 
the solid surface the heat transfer coefficient follows the boiling curve of the liquid. 
According to the boiling curve the heat transfer coefficient depends on the temperature 
difference between the liquid and the solid surfaces, and it changes dynamically during the 
release as the solid surface gets colder. More detailed information about the boiling curve can 
be found later on in Section 1.1.13. 

1.1.10 Releases and dispersion indoors (NCSRD) 

1.1.10.1   Pressure peaking (UU) 
Pressure peaking is the phenomenon unique for lighter than air gases occurring during high 
flow rate releases in the vented confined space. In order for pressure peaking to occur, the 
hydrogen flow rate should be such that the hydrogen concentration in the enclosure reaches 
100%, completely displacing air. 

Consider hydrogen fully occupying an enclosure to which it is released. Steady state 
conditions are reached when hydrogen mass flow rate from the enclosure through a vent ventm
is equal to hydrogen inflow mass flow rate (e.g., from the nozzle of the Pressure Relief 
Device (PRD)) nozzm  to the enclosure, i.e. nozzvent mm  = . Simple models such as the orifice 
equation for a subsonic regime (Molkov, 1995) 
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and the Bernoulli’s equation in the assumption of zero flow velocity in the enclosure  
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can be used to estimate the steady state overpressure within the enclosure. In this equations C 
is the discharge coefficient; A is the vent area, m2, γ  is the ratio of specific heats, PS is the 
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surrounding pressure, Pa; Pencl is the pressure in the enclosure, Pa, and
2Hρ is the density of 

hydrogen at the surrounding conditions, kg/m3. 

The above equations are obtained in assumption of pure hydrogen within the enclosure. 
However, neither of two equations accounts for the injection of a lighter gas into a heavier gas 
and the subsequent overpressure in the garage to “push” the heavier gas air after the start of 
the release, and the corresponding higher inflow volumetric rate compared to outflow rate in 
the beginning of the process. Thus, the following system of equations is used to predict the 
development of the overpressure within the enclosure with time in the assumption of a perfect 
stirred reactor (i.e., instantaneous perfect mixing of released hydrogen with a mixture already 
available within the garage, Brennan et al., 2011): 
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where superscripts “t” and “t+Δt” denote previous and next time steps respectively; m is the 
mass of gas, kg; m is the mass flow rate, kg/s; n in the number of moles; Δt is the time step, s; 
V is the enclosure volume, m3 and P is the pressure, Pa. 

In order to illustrate the application of pressure peaking model (1.84)-(1.87) it was applied to 
simulation of the hydrogen release through a PRD in a  residential garage (Brennan and 
Molkov, 2013). Calculations of PRD diameter required to safely blow-down storage tanks 
with inventories of 1, 5 and 13 kg hydrogen were calculated for a range of garage volumes 
and natural ventilation rates expressed in air changes per hour (ACH). 

(Molkov et al., 2009) model was used to simulate blow-down of hydrogen from the storage 
tank. This model takes into account the under-expanded jet theory given in the same work 
(Molkov et al., 2009) and can be used to calculate decay of pressure and mass flow rate 
during a release from a storage tank of known volume through an orifice of known diameter. 
The heat transfer during blowdown was not accounted for; an isothermal approach which 
assumed a temperature of 288 K was used based on available experimental data for blow-
downs at such pressures through orifices of similar size. A validation of this approach is given 
in (Molkov et al., 2009). For a given diameter, storage pressure, and hydrogen inventory, the 
output of the blow-down model (mass flow rate) was used as an input to the 
phenomenological model to predict overpressure in a garage with a known volume and ACH. 
In order to make this work more widely applicable, steps were taken to relate garage volume 
and vent areas to ACH. However, whilst values of ACH characteristic of residential garages 
can be found in the literature (InsHyde D74, 2009), (TIAX, 2004), there was some uncertainty 
as to how ACH could be translated to vent area for a specific volume. ACH is defined as the 
volumetric air flow rate per hour, hrQ (m3/hr) per unit volume V (m3) 

VQACH hr /=  (1.88) 
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Bernoulli’s equation can be used to express volumetric flow rate per second Qs as a function 
of vent area, A, density of air, ρ, and pressure differential between the volume (e.g. garage) 
and the atmosphere, P∆ , i.e. 

ρ/2 PCAQS ∆=  (1.89) 

Value of P∆  in eq. (1.89), i.e. the pressure differential assumed between the interior and 
exterior of the enclosure will obviously have an influence on the vent area calculated for a 
given ACH, the larger the “standard” P∆ , the smaller the corresponding vent area for a given 
volume and given ACH. 

Figure 1.24 illustrates the overpressure dynamics for a release of 5 kg of hydrogen at an initial 
storage pressure of 350 bar, in a garage of volume 30 m3 with an ACH of 0.18. The figure 
shows that the maximum overpressure for a currently typical PRD diameter of 5 mm may 
reach as much as 1.7 bar compared with 0.20 bar for the “safe” diameter, found to be 0.55 
mm in this case. From Figure 1.24 it is demonstrated that for this specific case the PRD 
diameter should be reduced by an order of magnitude compared with a “typical” PRD 
diameter. 

Figure 1.25 (Brennan and Molkov, 2013) illustrates nomograms allowing calculation of 
blowdown time for a tank containing 5 kg of hydrogen at storage pressure of 350 bar and 
700 bar, based on assumption that maximum overpressure in the pressure peaking process 
shall not exceed 20 kPa. The nomograms allow one to determine “safe” PRD diameter for a 
given enclosure volume and ACH, as well as the duration of the blowdown process from 
initial tank pressure to a specified overpressure value. It can be seen that this “safe” PRD 
diameter is significantly smaller than “typical” PRD diameters currently being used. It can 
also be seen that for the lower ACH values the blowdown time through a “safe” diameter can 
take several hours. This is currently an unrealistic requirement for fire resistance rating and 
thus more innovative approaches should be considered for PRD and tank design. 
 

 
Figure 1.24: Overpressure dynamics in a 30 m3 garage, ACH = 0.18, 5 kg of hydrogen at 350 

bar, PRD diameters of 5 mm and 0.55 mm.  
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Figure 1.25: Nomogram for blowdown time assuming 5 kg hydrogen inventory stored at 350 
bar (left) or 700 bar (right) pressure (Brennan and Molkov, 2013). 

1.1.10.2   Stratified/layered versus uniform mixture regimes (NCSRD, UU) 
Development of a stratified mixture composition in an enclosure with a single enclosed 
volume was experimentally studied and analysed by Cleaver et al. (1994) for a release of 
natural gas or propane from nozzles of diameter from 0.6 to 30 mm at pressure from 0.01 to 7 
MPa (velocity from 4 m/s to sonic under-expanded jets, Cleaver et al., 1994). Experiments 
were conducted in three different enclosures of British Gas of size 3×3×3 m, 3×6×3 m, and 
5.4×5.4×2.4 m. They were nominally unventilated with a hole of 12 mm diameter at base to 
prevent pressurisation. It was established that, in the range of geometrical configurations 
considered, to a first approximation the gas concentration in the bulk atmosphere of the 
enclosure was uniform across any given horizontal section. Typically, an upper well-mixed 
layer of constant depth was formed with a lower stratified layer growing beneath it (Cleaver 
et al., 1994). For any given release from a fixed position in the enclosure, an upward release 
produces a smaller well-mixed layer than the same release directed horizontally, and the 
largest well-mixed layer is formed if the release is aimed downwards as observed by Marshall 
(1983). Marshall also noted that whilst changes in the horizontal position of leak within the 
enclosure produced minor differences in mixing behaviour, the most significant changes arose 
when the height of the leak above the floor was varied. 

Using the analysis by List (1979) and Chen and Rodi (1980) the length scale after which the 
momentum-dominated jet becomes buoyancy-controlled plume was given by Cleaver et al. 
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(1994) as 

NRi
DL

2
⋅

=
α

 (1.90) 

where α is the constant whose value is approximately 1.5, and the Richardson number of the 
inlet flow  

2
0

2 N
N u

gDRi
′⋅

=  (1.91) 

where Nu is the nozzle velocity, and the reduced gravity is 
22

/0 HHairgg rrr −=′ , in which 

2Hρ  the hydrogen density and airr is the density of air initially in the enclosure. 

Under-expanded jet velocity and radius were calculated in (Cleaver, 1994) using the pseudo-
source (notional nozzle) approach of Birch et al. (1984). For a horizontal release, the jet will 
turn up at a distance O(L) from the nozzle (Cleaver, 1994) . For a vertically downwards 
release, the jet penetrates a distance L before turning upwards. For a vertically upwards jet, at 
distance L the momentum flux produced by buoyancy is comparable with the initial 
momentum flux. 

Cleaver et al. (1994) suggested a parameter which in their opinion provides some measure of 
the ability of the jet to promote mixing within the nominally closed space with a characteristic 
size V1/3: 

2
0

3/1

N
V u

gVRi
′⋅

=  (1.92) 

They argued that this parameter represents the ratio of the potential energy necessary to mix 
the gas uniformly throughout the enclosure compared with the kinetic energy of the jet.  
Unfortunately, the RiV criterion expressed by Eq. (1.92) is not applicable to estimate mixture 
uniformity for ventilated enclosure. 

Linden (1999) described three canonical forms of stratification. Stable stratification when the 
horizontal interface separates denser fluid below the interface and lighter above the interface. 
Unstable stratification is characterised by denser fluid being above the interface. The gravity 
current is another form of stratification when a vertical interface separates regions of different 
density. Of these three, the stable stratification is the persistent feature, and the other two lead 
to rapid motion and redistribution of the density field towards the stable case. 

Hydrogen releases and dispersion in enclosure can be divided in two main categories: release 
in closed enclosure and release in enclosure with openings for natural ventilation. In both 
categories according to the release rate different hydrogen distribution regimes can be formed. 
In the second category the vent size influences the characteristics of the each regime, such as 
the thickness of the homogeneous layer and the maximum concentration. 
Closed enclosure: 

When hydrogen is released vertically upwards in a closed enclosure the light hydrogen rises, 
reaches the ceiling, spreads to the sidewalls and then descends. Based on a work from CEA 
(Cariteau, 2010) depending on the volumetric Richardson number, three different distribution 
regimes can be identified in a closed enclosure (see Figure 1.26). The volumetric Richardson 
number is calculated by: 
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ρ
 (1.93) 

where g  is the gravitational acceleration, aρ is the air density, 0ρ  is the hydrogen density, V
is the volume of the enclosure and 0u is the average source velocity.  

For very low volumetric Richardson number ( 3
ivR 2.5 10−< ⋅ ) the upper layer descends 

almost until the bottom of the enclosure and a homogeneous mixture inside the enclosure is 
formed.  

For iv0.0025 R 3< < , a homogeneous layer is formed in the upper layer of the enclosure, 
while a more or less stratified layer is formed in the lower part of the enclosure.  

For ivR 3> , stratification without homogenous layer is observed. This stratification regime 
could be linear or parabolic. 
 

        ivR 0.0025<  
Homogeneous 

 
 

 

iv0.0025 R 3< <  
Stratified with a 

homogeneous layer 
 

 

ivR 3>  
Stratified  

 
 

 
Figure 1.26: The different distribution regimes in a closed enclosure according to the 

volumetric Richardson number. 

Enclosure with one vent: 

In the case with a vent near the ceiling of the enclosure the distribution regimes are mainly 
defined by the volumetric Richardson number. When the ivR becomes small compared to 
unity, an increase of the homogeneous layer in the upper part of the enclosure is observed 
(Cariteau, 2013). In very low ivR  values the dispersion is homogeneous over the height of the 
enclosure. The critical value of  ivR  to reach the homogeneous mixture inside the enclosure is 
the approximately same as in the closed case, ie. 0.0023.   

For ivR 1>  the hydrogen distribution inside the enclosure exhibits some common 
characteristics regardless the vent size. There is an upper homogeneous layer followed by a 
steep gradient and a lower homogenous layer. Depending on the vent size, these regimes are 
characterized by different thickness, concentration and gradient. Large vent surface and 
vertical extension form a weakly apparent top homogeneous layer and small in thickness. 
Decreasing the vent surface, but keeping the vertical extension large, the top homogeneous 
layer is more apparent. In case of vent with very small vertical extension an additional zone 
with highly diluted layer of low thickness is formed (Cariteau, 2013). 

Enclosure with two vents: 
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Consider the case of an enclosure with two vents: one close to the ceiling and the other one 
close to the floor. In that case the layer of buoyant fluid near the ceiling will drive a flow 
through the openings; inflow through the bottom vent and outflow through the top vent. A 
layer is formed near the ceiling whose thickness will increase as the layer is fed with buoyant 
fluid through the source, and the interface between the hydrogen-air mixture and the air will 
descend and approach the source (Prasad and Yang, 2011).  

Also in this case the volumetric Richardson number defines the distribution regimes. For high 
volumetric Richardson numbers (small release rates) the dispersion regime is stratified, whilst 
for low volumetric Richardson number a bi-layer regime (homogeneous lower and upper 
layers with steep gradient in between) is formed (Houssin-Agbomson et al. 2013). The bi-
layer regime appears for flow rates higher than 20NL/min. 

1.1.11 Hydrogen propagation by diffusion (NCSRD) 
Hydrogen is commonly stored in pressurized tanks. Compressed hydrogen can diffuse 
through the walls of the storage tank (permeation). If the storage tank is located in an 
enclosed structure, e.g. a garage, permeation can form a flammable hydrogen-air mixture, 
especially if the enclosure is not adequately ventilated. Therefore, the study of hydrogen 
propagation by diffusion (permeation rate) is of major concern. Previous studies have been 
focused on this subject (Saffers et al., 2011), (Adams, et al., 2011). The permeation rate is an 
issue for containers with non-metallic (polymer) liners, whilst is considered negligible for 
metallic containers or containers with metallic liners.   

The permeation rate through a membrane is derived by: 

rp
J P=


 (1.94) 

where P is the material’s permeability, rp is the tank pressure and  the membrane thickness.  

Hydrogen molecules inside the walls of the tank are subjected to Brownian motion, i.e. the 
random movement of particles suspended in a fluid (a liquid or a gas) resulting from their 
collision with the quick atoms or molecules in the gas or liquid. According to Einstein’s law 
(Einstein, 1905) the displacement of Brownian particle in direction of the x-axis, or precise, 
the root-mean-square displacement is: 
____

2x 2 D tD = ⋅ ⋅  (1.95) 

where D is the mass diffusivity.  

The maximum displacement of molecules is 2 D t⋅ ⋅ , where t is the time after the start of the 
permeation. The volume comprising all permeated hydrogen molecules 

mix rV A 2 D t= ⋅ ⋅  (1.96) 

The number of moles of permeated hydrogen in this volume is 

 

rn J t A= ⋅ ⋅  (1.97) 

The volumetric hydrogen concentration on the tank’s surface at time t, assuming the uniform 
distribution of hydrogen molecules in mixV  can be calculated as 
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⋅
 (1.98) 

where H2V is the molar volume of ideal gas in specific temperature.  

The maximum hydrogen concentration in the tank’s surface is obtained when quasi-steady 
state is reached. The quasi-steady state is established when diffusion and buoyancy balance 
each other. Based on the second Newton’s law the displacement of mixture by buoyancy can 
be calculated by 

2
air

x
mix

g tL 1
2

 r ⋅
= − ⋅ r 

 (1.99) 

And the density of the mixture is derived by the following equation 

( )H2
mix H air air2

xv
100

r = r − r + r  (1.100) 

By combining equations (1.98), (1.99) and (1.100) we can estimate the time, when quasi-
steady state is reached 
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 
 r ⋅ ⋅ ⋅ = − ⋅
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 (1.101) 

Finally, having estimated the time when quasi-steady state has been established we can also 
calculate the maximum hydrogen concentration on the tank’s surface using equation (1.98).  
For instance, assuming permeation rate equal to 1 NmL/hr/L quasi-steady state is reached 37s 
after the start of the permeation process and the maximum hydrogen concentration is 2.4∙10-

4% by volume (Saffers et al., 2011). 

1.1.12 Hydrogen permeation and dispersion (UU) 
Permeation is defined as diffusion through the walls or interstices of a container vessel, piping 
or interface material (SAE J2578, 2009). It is especially pronounced for hydrogen as it is the 
smallest element with a highest diffusivity. It is worth noting that hydrogen permeation is 
atomic through metals and molecular through polymers (Schultheiß 2007). Permeation may 
be categorised as a long term slow hydrogen release from a CGH2 system (Molkov, 2012). 
Controlling permeation has long been recognised as a key enabler in the development of 
hydrogen storage technologies (Mitlitsky et al., 2000). For metallic containers or containers 
with metallic liners the permeation rate can be considered negligible (Molkov, 2012). It can, 
however become an issue for containers with non-metallic (polymer) liners, i.e. so called 
Type IV containers (Commission Regulation, 2009). 

The permeability of hydrogen for a particular material can be calculated as (Scheffer et al., 
2006) 

)/exp( 00 RTEPP −=  (1.102) 

where the pre-exponential factor P0 (mol/s/m/MPa1/2) and the activation energy E0 (J/mol) are 
material dependent and T is the temperature (K). The permeation rate through a single 
material’s membrane is calculated using the equation (Scheffer et al., 2006) 
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l
P

PJ R=  (1.103) 

where J is permeation rate (mol/s/m2), l is reservoir thickness and RP is the pressure in the 
reservoir. The permeation rate increases with an increase of storage pressure RP  and a 
decrease of membrane thickness l. Equations (1.102) and (1.103) are valid for metallic and 
non-metallic materials (Schultheiß, 2007) and applicable to a single membrane’s wall but 
under limited range of pressure and temperature (from 10 Pa to 50 MPa and ambient 
temperature less than 1273 K) (San Marchi, et al., 2007).  

For serial membranes of different materials like the ones used in type IV tanks the total 
permeability for z layers can be calculated using other correlations found in literature, e.g. 
(Crank, 1975) 

∑
=

=
z

i iP
l

P
l

1

 (1.104) 

Dispersion of permeated hydrogen is a physical phenomenon essentially different from 
classical plumes and jets. Hydrogen “leaks” in very small amounts uniformly along the 
surface of high-pressure storage tank during permeation. Then hydrogen is driven out of the 
surface by diffusion and buoyancy. In order to evaluate the hydrogen concentration produced 
by the permeation from the reservoir in an enclosure through either analytical or numerical 
means, it is important to consider what maximum concentration of permeated hydrogen will 
be achieved at a tank surface.  

Using Einstein’s law (1905) for Brownian motion, the root-mean-square displacement of the 
hydrogen molecules can be estimated, and, assuming uniform distribution of hydrogen 
molecules in mixture volume mixV , the volumetric concentration of hydrogen on the tank’s 
surface at the time t can be calculated as 

[ ] t
D

JV
H m

t ×=
2

100 25
2  (1.105) 

where Vm25 is the molar volume of ideal gas at 25ºC (0.0244 m3/mol) and 51079.7 −×=D m2/s 
is the hydrogen diffusion in air at 25ºC (Saffers et al., 2011), t – time (s).  

The buoyancy effect increases with the increase of hydrogen concentration in air. Thus, the 
hydrogen concentration on the tank surface increases with time as per (1.105) until the 
buoyancy will overcome diffusion transport of hydrogen. A quasi-steady state will be 
established when diffusion and buoyancy will balance each other. It can be shown (Saffers et 
al., 2011) that displacement of hydrogen by buoyancy becomes of the same order as the 
displacement of hydrogen by diffusion and concentration at the reservoir surface reaches the 
quasi-steady state when 
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where g is the acceleration of gravity. 
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Permeation rate is highly dependent on the temperature of container walls (Mitlitsky et al., 
2000). It was concluded (Adams et al., 2011), however, that the only time the temperature of 
the container would approach the maximum values currently specified by existing Regulation, 
Codes and Standards (RCS) would be shortly after fast refuelling and of relatively short 
duration.  

1.1.13 LH2 releases and dispersion (NCSRD) 
A practice to handle, store and distribute hydrogen is its liquefaction at elevated pressure and 
low temperatures. Therefore, the risks of an accidental cryogenic release should be evaluated 
in order to prevent the possible catastrophic consequences and to mitigate the danger. A prior 
condition for the development of a risk and safety assessment is the fully understanding of the 
phenomenon and the physical mechanisms. A failure of the cryogenic tank, any of the pipes, 
control valves, etc. could cause the spill of the liquid hydrogen and the formation of a 
flammable cloud.  The risk associated vary and depend on the release and surrounding 
conditions (confined area, open area, obstacle or not, wind etc.). 

It is necessary to define the conditions that determine the danger and to define the safety 
zones in each possible scenario in order to take the appropriate measures to minimize the 
risks. This need led also the research community to orient towards the liquefied hydrogen 
(LH2) release and dispersion study. Those analyses are conducted utilizing both experiments 
and simulations.  

In this section, we present the physical theory explaining the LH2 release and dispersion in 
the most concise and explanatory way. 

During a LH2 release, a flashing jet is formed. Both vapour and liquid phase of the hydrogen 
coexist in the pipe exit, and a two phase flow is created in which liquid droplets- follows the 
vapour phase.   

The flashing releases can be divided to three regions downstream the release point (Kelsey 
2002): 

1. Initial non-equilibrium region: In this region the flashing happens as the released liquid 
adjusts from the nozzle exit conditions -approximately ambient temperature and equivalent 
saturation pressure- to a point where thermal equilibrium at atmospheric pressure is attained. 
In this region it is assumed that no mixing and energy exchange with the surrounding occurs. 
At the end of this region vapour and droplets coexist in thermal equilibrium at the saturation 
temperature of the atmospheric pressure.  

2. Momentum jet: In this region air entrainment takes place. Initially, the jet consists of 
droplets, vapour and air. Air entrainment replaces the vapour and results in a vapour 
concentration fall. Thus, in order to reach equilibrium with the vapour partial pressure, the 
droplets evaporate and their temperature drops, since heat is consumed for their evaporation. 
The freezing and condensation of the air and of the ambient humidity that entrains the jet is 
also an additional heat source. 

3. Only vapour phase: In this region, most of droplets have already evaporated, and the 
temperature starts to increase due to the entrainment of the relatively hot ambient air.  

If the evaporation rate of the droplets is low enough, some may precipitate creating a liquid 
pool that will exist until its evaporation (see Figure 1.27). ). In this way, a cryogenic pool is 
created which expands radially away from the release point depending on the volume spilled 
and the spill rate, and which starts to vaporize immediately. Several heat sources may heat up 
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the pool, namely, the ground, the ambient atmosphere, and in case of a burning pool the flame 
radiation. (Dienhart 1995) reported that the dominant heat source for all cryogens is the 
ground heat conduction. Especially, for LH2 and in non-burning pool cases the estimated 
error of neglecting all other sources appears to be about 2%. An additional heat source that 
should be considered is the condensation and solidification of air falling into the pool, due to 
the extremely low temperatures, below air’s boiling point. The contribution of humidity 
condensation and solidification could be also a significant heat input. 

 
  

Figure 1.27: Heat sources from the surroundings to the cloud and the cryogenic pool. 

The main characteristics of the cryogenic pool are its extremely low temperature (equal to the 
saturation temperature at atmospheric pressure), and its large temperature difference with the 
ground at the beginning. As time passes, the ground gets colder, and the temperature 
difference decreases. The heat conduction from the ground changes in different regimes that 
variate according to the temperature difference, as shown in Figure 1.28. In Figure 1.29 the 
boiling curve of liquid hydrogen is displayed as reported in (Louis 1987).  

When the liquid hydrogen gets initially in contact with the ground the temperature difference 
is the largest, and the liquid vaporizes without delay and generates a vapour cushion between 
the ground (hot) and the liquid (Film Boiling regime). As the ground becomes colder the 
temperature difference decreases until a moment (the Leidenfrost point) at which the heat flux 
from the ground to the pool is the minimum. From this moment, the heat flux rises with a 
decreasing temperature difference (Transition regime), because the vapour film becomes 
unstable and gradually it collapses, resulting in a larger heat transfer through a closer contact 
between the pool and the ground. This regime continues until a point where a maximum heat 
transfer (Critical heat flux) is achieved. At this stage the heat transfer coefficient has reached 
a maximum and any increase in temperature difference is balanced with the reduction of heat 
transfer due to the bubbles that hinder the liquid to completely wet the ground and receive its 
corresponding heat. Below this point the regime is called Nucleate Boiling. This regime is 
characterized by the existence of bubbles that escape from the liquid forming columns and 
jets and allowing a more intense motion of the liquid near the surface, and consequently a 
more efficient heat flux. In his region the heat transfer growths with an increase of the 
temperature difference until the critical heat flux is reached. Below point A in Figure 1.28 
(Onset temperature) the natural convection takes place.  

In the case where the release is above liquid, e.g. above water surface, the liquid hydrogen 
that will fall on the water will be spread over the surface quite rapidly, considering that it is 
lighter than the liquid substrate. The water is exposed to a fluid with much lower temperature 
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and in case of a prolonged contact an ice layer might form which thickness will increase with 
time. The presence of an ice layer changes the heat transfer rate to the LH2 and leads to the 
collapse of the film boiling, altering the heat transfer mechanism. However, if the spill 
happens on unconfined water surface and/or in deep water, an ice layer is difficult to form, 
because of the high heat capacity of water. In addition, the water currents and waves prevent 
the ice formation. In this case it is most likely that only film boiling would occur.   

The amount of liquid hydrogen that has not fallen to the ground travels along with the vapour 
cloud in form of droplets. The droplets are of different size and shape. However, in the 
modelling they are considered to be spherical, which is an acceptable assumption. The 
droplets evaporate absorbing heat from their surroundings and their size decreases in time 
until they are totally evaporated. Until all droplets are evaporated, they can influence the 
vapour dispersion and the vapour dispersion can influence them, as in any typical two phase 
particulate flow. The vapour influences the droplets via drag and turbulence, and so the 
droplets influence the vapour’s mass, momentum and energy. The void fraction of the liquid 
phase determines the interaction of the two phases (vapour and liquid). For those cases 
characterized by  low liquid void fractions (<10-6), or with very large ratio of droplets’ 
distances to centres to droplets’ diameter (>100), the flow is characterized dilute and it has 
one way coupling. One way coupling means that the vapour phase affects the motion and 
temperature of the droplets, but the droplets do not affect the velocity or thermal flow fields. 
In case with intermediate liquid void fraction, or intermediate ratios of droplets’ centre 
distance to droplets’ diameter, the flow is characterized dilute too, but it has two way 
coupling. Two way coupling is the mutual interaction between phases. Finally, in very large 
liquid void fraction (>10-3), or small ratios of droplets’ centre distance to droplets’ diameter 
(<10) the flow is characterised as dense flow and it is four-way coupled. In four-way coupling 
the droplets’ collisions are very significant and could also result in coalescence. The way the 
flow is coupled is important in order to apply the best modelling approach.  

Furthermore, several forces are acting on the formed droplets. Among them the most 
important are the drag force, lift force and virtual mass force, i.e. the inertia added to a system 
because an accelerating or decelerating particle must move (or deflect) some volume of the 
surrounding fluid as it moves through it. In the modelling the later two are usually neglected 
and only the first one (drag force) is considered important.  

 

 
Figure 1.28: Quantitative boiling curve of liquids and the distinct regimes. 
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Figure 1.29: The characteristic boiling curve for LH2. 

Finally, in LH2, and in general cryogenic releases and dispersion, air condensation and 
freezing takes place due to the very low prevailing temperatures. In particular, the air 
components are condensed or even frozen (oxygen and nitrogen). By means of condensation 
and freezing an amount of heat equal to the enthalpy of vaporization and fusion of oxygen and 
nitrogen is released. When the air is humid, the humidity is also condensed and solidified 
releasing an extra amount of thermal energy. The phase change of air components and 
humidity turns the two phase jet (liquid + vapour hydrogen) into three phase mixture with 
four components (solid water, nitrogen and oxygen plus liquid water, nitrogen, oxygen and 
hydrogen plus vapour water, nitrogen, oxygen and hydrogen). The formed air and water 
droplets and/or ice crystals can be treated similarly to the hydrogen droplets as described 
above. The air phase change is most likely to take place in a region near the spill point, while 
the humidity phase change takes place in amore extended area and its affect might be more 
significant.   

1.2 Models (NCSRD) 

The flow of a fluid can be described mathematically by a system of equations that represents 
the three basic conservation laws of: 

• Mass 
• Momentum 
• Energy 

The following section describes the conservation laws in terms of Cartesian coordinates for a 
fixed fluid element.  

1.2.1 Navier-Stokes equations, continuity, energy and species transport 
(HSL) 

Continuity equation – Conservation of mass 

A mass balance across a fluid element can be written as: 
 

 
 (1.107) 



 
  60/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕𝑈𝑈𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

= 0 

where ρ is the fluid density, Ui is the velocity component in spatial coordinate “i”, t is time 
and xi is the spatial coordinate in the i-direction. 
 

Navier-Stokes equations – Conservation of momentum  
The Navier-Stokes equations describe the conservation of momentum in the three spatial 
directions: 

 
𝜕𝜕𝜕𝜕𝑈𝑈𝑖𝑖
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕𝑈𝑈𝑖𝑖𝑈𝑈𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗

=  −
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

+  𝜇𝜇
𝜕𝜕2𝑈𝑈𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗2

+ 𝜌𝜌𝑔𝑔𝑖𝑖 
(1.108) 

where P is the pressure, μ is the viscosity and gi is the gravitational acceleration in the i-
direction. The terms on the left represent inertia and those on the right represent body forces 
arising from pressure, viscosity and other body forces such as gravity. 

 

Conservation of energy  
Conservation of energy is represented by the transport of enthalpy (h): 
𝜕𝜕𝜕𝜕ℎ
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕𝑈𝑈𝑖𝑖ℎ
𝜕𝜕𝑥𝑥𝑖𝑖

=  
𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

�𝜆𝜆
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

� +
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ Φ + 𝑆𝑆 (1.109) 

where λ is the thermal conductivity, S is the source term and Ф represents the energy addition 
through viscous shearing. This term, called the “viscous work term” is often ignored as it is 
small in most flows.  
 
Species transport equations  
Transport of additional species is represented by a general transport equation:   
 
𝜕𝜕𝜕𝜕𝑌𝑌𝑘𝑘
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕𝑈𝑈𝑖𝑖𝑌𝑌𝑘𝑘
𝜕𝜕𝑥𝑥𝑖𝑖

=  
𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

�D
𝜕𝜕𝑌𝑌𝑘𝑘
𝜕𝜕𝑥𝑥𝑖𝑖

�+ 𝑆𝑆 

 

(1.110) 

where Yk is the mass fraction of species k, D is the diffusivity of the species and S is the 
source term. The density, ρ, is the density of the mixture. 

1.2.2 Laminar model (NCRD) 
In the Laminar model, the equations which were presented in the previous paragraph are 
solved without modifications. In order to make reliable predictions, the modelled flow needs 
to be laminar. In the case of turbulent flows a turbulent model need to be used, as we will 
discuss in paragraph 1.2.3. However weakly turbulent flows may be simulated with 
satisfactory accuracy with laminar model, mainly in the case where a dense grid is used.  
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1.2.3 Turbulence closure models (NCSRD) 

1.2.3.1   RANS (k-e, SST, etc.) (NCSRD) 
The equations in the paragraph 1.2.1 refer to the instantaneous values of the variables. 
Unfortunately as we describe in paragraph 1.1.1 in turbulent flows the values of these 
variables change rapidly in both space and time. In such flows the numerical solution of the 
equations demands an extremely large number of grid points and a very small time step. As a 
result, the simulation of medium or large scale scenarios is impossible with the today 
computational power. 
In order to be able to simulate turbulent flows in real case scenarios, we average the balance 
equations in order to describe only the mean flow field. Therefore, we calculate the mean 
values of the variables and not the instantaneous. In other words, the local fluctuations and 
turbulent structures are integrated in mean quantities and they are not resolved in the 
simulation. The first person who formulated this procedure for incompressible flows was 
Reynolds (Reynolds 1895) and as a result the numerical procedure is called Reynolds 
Averaged Navier-Stokes (RANS). 

In this method, each quantity f  (for example velocities, density, pressure, temperature) is 
decomposed into a mean f  and a fluctuation f ′ : 

f f f ′= +  (1.111) 

The mean value can be defined by the equation: 
0

0

/2

/2

1 t t

t t

f fdt
t

+∆

−∆

=
∆ ∫  (1.112) 

where t∆  must be bigger than the turbulence time scale but smaller than the time scale which 
characterize the unsteadiness behaviour of the mean flow field. By definition we have that:  

0f ′ =  (1.113) 

Some useful relations coming out from the above equations are: 

f g f g+ = + , 0f g′ = , f g f g= , f f
s s

∂ ∂
=

∂ ∂
  (1.114) 

The above formulation is more appropriate for incompressible flows. For flows where density 
variations cannot be omitted, the above averaging introduces many extra terms to the 
averaged equations. For example, if we average the continuity equation we conclude to the 
equation: 

( ) 0i i
i

u u
t x
ρ ρ ρ∂ ∂ ′ ′+ + =

∂ ∂
  (1.115) 

where the velocity-density fluctuations correlation iuρ′ ′  appears. To avoid the explicit 
modelling of such correlations, a mass weighted (Favre) average is preferred (Favre 1992). In 
this method, each quantity f  is decomposed into a mean f  and a fluctuating part f ′′ :  

f f f ′′= +  (1.116) 

where 
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ff ρ
ρ

=  (1.117) 

Some useful relations coming out from the above equations are: 
� 0f ′′ =  , 0fρ ′′ = , 0f ′′ ≠   (1.118) 

 

Favre averaged equations  
Next the Favre averaged balance equations (Cebeci, 1974), (Poinsot & Veynante 2005) are 
presented using the Einstein summation convention. The average continuity equation is: 

( ) 0j
j

u
t x
ρ ρ∂ ∂

+ =
∂ ∂

   (1.119) 

We notice that no extra term is appeared in the average equation. The average momentum 
equations are ( 1, 2, 3i = ): 

( ) �( )iji
j i i j i

j i j j

u pu u u u g
t x x x x

tρ ρ ρ ρ
∂∂ ∂ ∂ ∂ ′′ ′′+ = − + − +

∂ ∂ ∂ ∂ ∂


    (1.120) 

where ig  is the acceleration of gravity in i  direction. Τhe average viscous stresses for a 
Newtonian fluid are equal to: 

2 2
3 3

j ji k i k
ij ij ij

j i k j i k

u uu u u u
x x x x x x

τ µ δ µ δ
      ′′∂ ∂′′ ′′∂ ∂ ∂ ∂

= + − +  + −       ∂ ∂ ∂ ∂ ∂ ∂        

 
  (1.121) 

where we omit the variations of viscosity µ . The second bracket of the above equation is 
usually small and is neglected so the above equation is reduced to: 

2
3

ji k
ij ij

j i k

uu u
x x x

τ µ δ
  ∂∂ ∂

= + −   ∂ ∂ ∂   

 
  (1.122) 

We observe that equation (1.120) differs from the original (non-average) momentum 
equations by the quantities �

i ju uρ ′′ ′′ . These quantities are called Reynolds stresses. Turbulent 
modelling provides an approximation for these terms, as we will see next. 

The average equation for the conservation of species k is ( 1, 2, ...k = ): 

( ) �( )k k
j k k j k

j j j j

Y Yu Y D u Y
t x x x x k

ρ ρ ρ ρ ω
 ∂ ∂∂ ∂ ∂ ′′ ′′+ = − − − +  ∂ ∂ ∂ ∂ ∂ 

 
    (1.123) 

where κω  is the mean reaction rate and kD  is the species molecular diffusion for species k  . 

In the above equation the assumption that k k
k k

j j

Y YD D
x x

ρ ρ∂ ∂
− = −

∂ ∂


 is made. The new quantity 

�
j ku Yρ ′′ ′′  which appears because of the averaging needs to be modelled. The common practice is 

to treat it like it is a turbulent analogue to the molecular diffusion (gradient assumption) 
(Poinsot & Veynante 2005). Thus: 
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� t k
j k

kt j

Yu Y
Sc x
µρ ∂′′ ′′= −

∂


  (1.124) 

where tµ  is the turbulent viscosity which is estimated from the turbulent model and ktSc  is 
the turbulent Schmidt number for species k  which is defined as the ratio of the turbulent 
momentum diffusivity and the turbulent mass diffusivity. Turbulent Schmidt number usually 
takes values around 0.7 but in general the optimum value can be varied dependent on the case 
(see for example (Tominaga & Stathopoulos 2007)).  

The average equation for the conservation of energy can take many forms, for example 
conservation of enthalpy, total enthalpy, energy, total energy and temperature. The averaged 
conservation equation of the enthalpy of the mixture H  is: 

( ) �

1

i
j ij j

j j j j

N
t k

k k T
kj kt j

uH Dp Tu H u H
t x Dt x x x

YH D
x Sc x

ρ ρ t λ ρ

µρ ω
=

 ∂∂ ∂ ∂ ∂ ′′ ′′+ = + + −  ∂ ∂ ∂ ∂ ∂ 
  ∂∂

− − − + ∂ ∂ 
∑





 

  (1.125) 

where Tω  is the source term, λ  is the thermal conductivity and kH  is the enthalpy of the 

species k . The term Dp
Dt

 is modelled as i i
i i

Dp p p p pu u
Dt t x t x

∂ ∂ ∂ ∂
= + +

∂ ∂ ∂ ∂
�  and the term 

j

T
x

λ ∂
∂

 as 

j j

T T
x x

λ λ∂ ∂
=

∂ ∂


. The new quantity �

ju Hρ ′′ ′′  which appears because of the averaging is modelled 

by using again the gradient assumption like in the conservation of species case:  

�
Pr
t p

j
t j

c Tu H
x

µ
r ∂′′ ′′ = −

∂


  (1.126) 

where pc  is the specific heat coefficient at constant pressure, Prt  is the turbulent Prandlt 
number which is defined as the ratio of the turbulent momentum diffusivity and the turbulent 
thermal diffusivity. Turbulent Prandlt number usually takes values around 0.7. 

 

Reynolds stresses  
The above formulation introduce six more unknown in the equations, the Reynolds stresses 
�

i ju uρ ′′ ′′ . There are two main types of models, which tries to estimates these stresses. The first 
one is called first order closures and is based in Boussinesq hypothesis (Wilcox 1994). The 
second type is called second order closures. The main representative of the second type of 
model is the Reynolds Stress Model (RST) (Launder et al. 1975) which solves a transport 
equation for each of the six stresses. As a result this model has great computational demands. 
Furthermore each transport equation introduces addition unknowns which need to be 
modelled. On the other hand it can produce good results in cases where the other models fail. 
Because of its complexity however it is rarely used in large scale simulations. Next we will 
discuss only RANS type of models which are based on Boussinesq hypothesis. Those models 
have been mainly used in hydrogen safety applications.  
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As we saw in paragraph 1.1.1, turbulence extracts energy from the main flow and turns it into 
thermal energy (dissipation). Furthermore, it increases the heat, mass and momentum transfer 
to the normal to the main flow direction (diffusivity). An analogue exists in laminar flows, 
where the same phenomenon are observed driven by viscosity. As a results it is a natural 
choice to try to model the unknown Reynolds stresses like viscous stresses (eq. (1.122)) by 
introducing the quantity of turbulent viscosity tµ  (Boussinesq hypothesis): 

� 2
3

ji k
i j t ij t

j i k

uu uu u k
x x x

ρ µ δ µ ρ
 ∂  ∂ ∂′′ ′′− = + − +    ∂ ∂ ∂  

 
  (1.127) 

where k  is the turbulent kinetic energy defined by the equation: 

� � � �( )1 1 2 2 3 3
1 1
2 2k kk u u u u u u u u′′ ′′ ′′ ′′ ′′ ′′ ′′ ′′= = + +   (1.128) 

The term kρ  in equation (1.127) have been added for consistency: if we add the three normal 

stresses �
1 1u uρ ′′ ′′ , �

2 2u uρ ′′ ′′  and �
3 3u uρ ′′ ′′  for an incompressible flow field (where the sum k

k

u
x

∂
∂
  is 

zero due to the continuity equation) the equation for the turbulent kinetic energy (1.127) will 
be derived.  

As we saw in the previous paragraph, the Favre averaged equations are very similar to the 
instantaneous one. The only difference between the equations is the introduction of the 
turbulent viscosity tµ  in the averaged one. In next, the basic turbulence models which 
estimate turbulent viscosity will be presented. Usually turbulence models assume that 
turbulent viscosity is proportional to a characteristic velocity and to a characteristic length of 
turbulence. Thus, the turbulence models differ from each other basically in the way they 
estimate these characteristic quantities. Turbulence models can be categorized based on the 
number of transport equations that they need to solve in order to calculate these quantities. 
There are three main approaches: algebraic expressions which do not require any additional 
balance equation (zero-equation models), one-equation models and two-equation models.  

 

Mixing length model 
In zero-equation model also called mixing length models, the turbulent viscosity is calculated 
by algebraic expressions which are functions of the mean variables of the flow without the 
need of additional transport equations. As a result these models may not be able to account 
properly for history effects of turbulence such as convection and diffusion of turbulent 
energy. On the other hand they are simple to implement and they do not require additional 
computing power. 

Prandlt suggested (Prandtl, 1925) the following equation for the turbulent viscosity which 
uses the shear deformation rate as the characteristic velocity of turbulence:  

2
t mC l Sm ρ=    (1.129) 

where C  is a model constant, ml  is a mixing length and S  is equal to: 
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2 ij ijS S S= , 1
2

ji
ij

j i

uuS
x x

 ∂∂
= +  ∂ ∂ 

  (1.130) 

Equations providing mixing length for some types of flow can be found in (Rodi 1993). 

Other popular zero-equation model which are variants of the mixing length model, are the 
Baldwin-Lomax model and the Cebeci-Smith model (Wilcox 1994). 

 

One-equation model 
One typical example of one-equation turbulence model is the Prandtl-Kolmogorov model 
(Wilcox 1994), (Poinsot & Veynante 2005). It uses the square root of turbulent kinetic energy 
as characteristic turbulence velocity in order to calculate turbulent viscosity: 

t C l kµµ ρ=   (1.131) 

where Cµ  is a model constant (usually 0.09Cµ = ) and l  a characteristic length. The transport 
equation for turbulent kinetic energy is: 

( ) t
j

j j k j

k ku k P G
t x x x

µρ ρ µ ρε
σ

  ∂ ∂ ∂ ∂
+ = + + + −  ∂ ∂ ∂ ∂   

   (1.132) 

where G  represents the generation of turbulence kinetic energy due to buoyancy and P  the 
generation due to the mean velocity gradient. G  and P  are given by the relations: 

Pr
t

i
t i

G g
x

µ r
r

∂
= −

∂
  (1.133) 

ji i
t

j i j

uu uP
x x x

µ
 ∂∂ ∂

= +  ∂ ∂ ∂ 

 
  (1.134) 

kσ  is the turbulent Prandlt number for k and it is usually considered equal to 1.0. ε  is the 
(isotropic part of) dissipation rate of turbulent energy which is defined as: 

i i

j j

u u
x x

µε
ρ

′ ′∂ ∂
=

∂ ∂
  (1.135) 

and which is modeled as: 
3/2

D
kC

l
ε =   (1.136) 

where the constant DC  takes values between 0.07 and 0.09. The unit of ε  is 2 3m s . 

 

k-ε model 
The better known two-equations turbulence model is the k-ε model (Launder & Spalding 
1974). In this model two transport equations are solved, one for the turbulent kinetic energy 
(eq. (1.132)) and one for the dissipation rate of turbulent energy ε . The model uses the 
square root of turbulent kinetic energy as characteristic turbulence velocity and the amount 
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3 2k ε  as the characteristic length. Therefore the turbulent viscosity is estimated by the 
relation: 

2

t
kCµµ ρ
ε

=   (1.137) 

where the usual value of Cµ  is 0.09. The transport equation of the dissipation rate ε  is: 

( ) ( )
2

1 3 2
t

j
j j j

u C P C G C
t x x x k kε ε ε

ε

µρε ε ε ερ ε µ ρ
σ

  ∂ ∂ ∂ ∂
+ = + + + −  ∂ ∂ ∂ ∂   

   (1.138) 

where the usual choice for the constants are 1 1.44C ε =  and 2 1.92C ε = , and for the turbulent 
Prandlt number εσ  is 1.3. The constant 3C ε  defines the degree at which buoyancy affects ε  
(Markatos & Pericleous 1984). One choice for it is (Venetsanos et al. 2010) 3 0C ε =  if 0G ≤  
(stable stratification) and 3 1C ε =  if 0G >  (unstable stratification). Another choice is to use 

the equation 3 tanh wC
uε =  (Henkes et al. 1991) where w  is the velocity component at the 

direction of gravity and u  is the velocity component at the perpendicular to gravity direction. 
The values of 3C ε  is between 0 (when flow direction is perpendicular to the direction of 
gravity) and 1 (when flow direction is the same as the direction of gravity). 

k-ε model have been extensively used with success in various application. It has shown good 
predicted capabilities in hydrogen dispersion applications too (Matsuura et al. 2008), 
(Papanikolaou et al. 2010). 

 

RNG k-ε model 
The RNG k-ε model was developed by using a statistical technique called Renormalisation 
group theory in order to account for the effects of all turbulent scales (Yakhot et al. 1992). In 
k-ε model the turbulent viscosity is determined from a single turbulence length scale. As a 
result turbulent diffusion is calculated based on a specific scale, whereas in reality all 
turbulent scales are contribute to turbulence. 

Its formulation is similar to the k-ε model. Two balance equations are solved, one for the 
turbulent kinetic energy k  and one for the dissipation rate ε : 

( ) eff
j

j j k j

k ku k P G
t x x x

µρ ρ ρe
σ

 ∂ ∂ ∂ ∂
+ = + + −  ∂ ∂ ∂ ∂ 

   (1.139) 

( ) ( )
2

1 3 2
eff

j
j j j

u C P C G C R
t x x x k keeee  

e

µρeeee   ρ e ρ
σ

 ∂ ∂ ∂ ∂
+ = + + − −  ∂ ∂ ∂ ∂ 

   (1.140) 

where eff tµ µ µ= + . The main difference from the equations of k-ε model is the introduction 
of the new term Rε  in the equation of ε . This term improves the accuracy of the model in 
rapidly strained flows. Rε  is given from the relation: 
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( )3 2
0
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1
1

C
R

k
µ

ε

ρη η η ε
βη

−
=

+
  (1.141) 

where S kη ε=  . Turbulent viscosity is given form equation (1.137) as in k-ε model. The 

constants of the model are derived analytically from the theory and are equal to: 

0 4.38η = , 0.012β = , 1 1.42C ε = , 2 1.68C ε = , 0.0845Cµ =  (1.142) 

The numbers kσ , εσ , Prt  and tSc  in RNG k-ε model are not user defined constants but are 
given from the relation:   

0.6321 0.36791 / 1.3929 1/ 2.3929
1/ 1.3929 1/ 2.3929

t t

t

σ σµ
µ σ σ

− +
=

− +
  (1.143) 

where tσ  is one of kσ , εσ , Prt , tSc  and σ  is the corresponding number in laminar flow 
(equal to 1.0 in the case of kσ  and εσ ). 

 

k-ω model 
k-ω turbulence model was the first two-equation turbulent model which was suggested by 
Kolmogorov in 1942 and was developed greatly over the years by various researchers 
(Wilcox 1994). This model solves a transport equation for the turbulent kinetic energy k  and 
another one for ω  which can be considered as the rate of dissipation per unit turbulent kinetic 
energy, i.e. the ratio of ε  to k . It can also be interpreted as a frequency of turbulence as it 
has units 1/sec. There are many versions of the model. Here, we present one of the latest as 
described in (Wilcox 2008). A more primitive k-ω model can be found in e.g. (Wilcox 1994). 
The equations for k , ω  and tµ  are: 

( ) *t i
j ij

j j k j j

uk ku k k
t x x x x

µρ ρ µ ρt ρβ ω
σ

  ′ ∂∂ ∂ ∂ ∂
+ = + + −  ∂ ∂ ∂ ∂ ∂   


   (1.144) 

( ) 2t i
j ij

j j j j

d
j j

uu
t x x x k x

k
x x

ω

µρω ω ωρ ω µ α ρt ρβω
σ

ρ ωσ
ω

  ′ ∂∂ ∂ ∂ ∂
+ = + + − +  ∂ ∂ ∂ ∂ ∂   

∂ ∂
∂ ∂




  (1.145) 

t
kµ ρ
ω

′ =   (1.146) 

ˆt
kµ ρ
ω

= ,   lim *

2
ˆ max , ij ijS S

Cω ω
β

 
 =
 
 

 
, lim 0.875C =  (1.147) 

22
3ij t ij ijS kρt µ ρ δ= −   (1.148) 
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uu uS
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δ
 ∂∂ ∂

= + −  ∂ ∂ ∂ 

    (1.149) 

This version of the model has two key modifications compared to the previous ones: the extra 
cross diffusion term in the equation of ω  and the stress limiter modification of equation 
(1.147). Thus, the k-ω model improves the prediction capabilities in both boundary layers and 
free shear flows. Moreover it is less sensitive to freestream boundary conditions (Wilcox 
2008). The turbulent diffusion terms in the equations of k  and ω  use the turbulent eddy 
viscosity of equation (1.146). This is done to avoid any influence from the stress limiter that 
equations (1.147) impose. The closure coefficients of the model are: 

0.52α = , * 0.09β = , 5 3kσ = , 2.0ωσ =  (1.150) 
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  (1.153) 

 

SST k-ω model 
The Shear-Stress Transport (SST) k-ω model (Menter 1994) is a two equation turbulence 
model which combines the k-ε and the k-ω models. It uses the k-ω model in the near-wall 
region and the k-ε model in the free-stream area. The SST k-ω model has shown very good 
behavior in adverse pressure gradient and separating flows (Menter 1994). The transport 
equations are derived by multiplying the equations of k-ε and k-ω model with a blending 
function and then by adding them together. An extra damped cross-diffusion term has also 
been added in the transport equation of ω. The transport equations are: 

( ) *t i
j ij

j j k j j

uk ku k k
t x x x x

µρ ρ µ ρt ρβ ω
σ

   ∂∂ ∂ ∂ ∂
+ = + + −  ∂ ∂ ∂ ∂ ∂   


   (1.154) 
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  (1.155) 

where ijρτ  is given from equation (1.148). Furthermore, 
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  (1.156) 

( )1 1 1 21F Fβ β β= + − , ( )1 1 1 21a F a F a= + −  (1.157) 

2
1

1 * *
1

1a
ω

β κ
β σ β

= − , 
2

2
2 * *

2

1a
ω

β κ
β σ β

= −  (1.158) 

where the values of the parameters are: 
* 0.09β = , 1 2.0ωσ = , 2 125 107ωσ = , 1 20 17kσ = , 2 1.0kσ = ,  

1 0.075β = , 2 0.0828β = , 0.41κ =   
(1.159) 

The blending function is: 

( )4
1 1tanh argF =  

1 2 2
,2

500 4arg min max , ,
0.09 k

k k
d d CD dω ω

mr
ω r ω σ

  
=       

 
(1.160) 

where d  is the distance to the nearest wall and kCD ω  is the positive part of the cross-diffusion 
term: 

20

,2

1 1max 2 ,10k
j j

kCD
x xω

ω

ωρ
σ ω

−
 ∂ ∂

=  
∂ ∂  

  (1.161) 

Finally, the turbulent viscosity is defined by: 

[ ]
1

1 2max ,t
k

F
a ρm
a ω

=
Ω

  (1.162) 

where 1 0.31α = , 2 ij ijΩ = Ω Ω   is the magnitude of vorticity and  

( )4
2 2tanh argF =  

2 2

2 500arg max ,
0.09

k
d d

m
ω r ω

 
=  

 
 

(1.163) 

1.2.3.2   Large Eddy Simulation and Direct Numerical Simulation (UU) 

LES concept and comparison with other turbulence modelling approaches 

Separation of large and small turbulence scales illustrated in Figs. 1.2.3.1 and 1.2.3.2 is 
accomplished by applying filtering procedure to fluid flow governing equations. The most 
commonly used in LES technique filtering method for variable density flows is Favre or 
density weighted filtering: 

Φ ′′′+Φ=Φ ~
 (1.164) 
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ρ
ρΦ

=Φ~   (1.165) 

where Φ~ is the filtered and Φ ′′′ is the fluctuating part. 

Applying Favre filtering to a set of compressible Navier-Stokes, energy and species transport 
equations results in a following system: 
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There are four conceptual steps in LES (Pope, 2000):  

(i) A filtering operation is defined to decompose the velocity U(x,t) into the sum of a filtered 
(or resolved) component ),( txU ) and a residual (or subgrid-scale, SGS) component u'(x, t). 
The filtered velocity field ),( txU  - which is three-dimensional and time-dependent - 
represents the motion of the large eddies.  

(ii) The equations for the evolution of the filtered velocity field are derived from the Navier-
Stokes equations. These equations are of the standard form, with the momentum equation 
containing the residual- stress tensor (or SGS stress tensor) that arises from the residual 
motions.  

(iii) Closure is obtained by modelling the residual-stress tensor, most simply by an eddy-
viscosity model.  

(iv) The model filtered equations are solved numerically for ),( txU , which provides an 
approximation to the large-scale motions in the turbulent flow. 
The principal operation in large eddy simulation is low-pass filtering. This operation is 
applied to the Navier–Stokes and/or other transport equations to eliminate small scales of the 
solution. This reduces the computational cost of the simulation. The governing equations are 
thus transformed, and the obtained solution describes a filtered velocity, energy and species 
concentration(s) field. Choice of filter size (which is most commonly taken as equal to mesh 
size) determines what length and time scales of turbulent motion are “resolved” and what 
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scales are  “small” enough and will be “filtered out” (effectively removed). Filter size is 
selected according to turbulence theory and available computational resources.  
The filtering operation in large eddy simulation can be implicit or explicit. Implicit filtering 
recognizes that the subfilter scale model will dissipate in the same manner as many numerical 
schemes. In this way, the grid, or the numerical discretization scheme, can be assumed to be 
the LES low-pass filter. While this takes full advantage of the grid resolution, and eliminates 
the computational cost of calculating a subfilter scale model term, it is difficult to determine 
the shape of the LES filter that is associated with some numerical issues (Pope, 2000). 
Explicit filtering results in appearance of terms associated with turbulence scales smaller than 
the filter width. These scales, known as Sub Grid Scales (SGS), are not resolved in LES and 
have to be modelled by separate SGS models. The relatively smaller contribution of sub-grid 
scales together with their more universal nature in a broad range of flows, justifies the use of 
relatively simple SGS models. A number of different SGS models had been proposed over 
years. 

Smagorinsky model 

One of the first SGS models was the model proposed by Smagorinsky (1963).  

In this model the turbulence stress tensor is closed with  

ijsijkkij SSC 2)(2
3
1

∆−=− δττ   (1.170) 

It was subsequently expanded by Lilly, with eddy viscosity modelled as  

SCSSGS
2)( ∆= ρµ   (1.171) 

where filter width  

3/1)( CVV=∆  (1.172) 

and 

ijij SSS 2=  (1.173) 

The effective viscosity is calculated from  

SGSmoleff mmm +=  (1.174) 

The Smagorinsky SGS is based on the assumption of local equilibrium (i.e. production and 
dissipation of SGS turbulent kinetic energy are in balance) and is strictly limited to scales in 
the inertial subrange. In many LES a coarser resolution is employed and this cut-off is not 
strictly respected.   

The popularity of the Smagorinsky model is based on its simplicity and relative robustness, 
which is in part due to the fact that the model is strictly dissipative. On the other hand, the 
model requires some calibration. Thus, the original Smagorinsky model uses a value of Cs = 
0.18 determined from isotropic turbulence. In practice this value is too large and introduces 
excessive dissipation in most engineering shear flows and consequently it is corrected to Cs = 
0.15 in a free high Reynolds-number turbulent flows (Pope, 2000). The constant is attenuated 
near walls (compared with its value in high-Reynolds-number free turbulent flows) by a 
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damping function (van Driest type) due to anisotropic turbulence (Pope, 2000). Smagorinsky 
model with a constant value coefficient Cs is also not well suited for transitional (laminar-
turbulent) flows, particularly in laminar flow it should be equal to zero. In addition, it does 
not account for backscatter (transfer of turbulent kinetic energy is unidirectional from large to 
small scales). 

Dynamic SGS models 

The limitations of the Smagorinsky model lead to the formulation of more general sub-grid-
scale models. These included dynamic sub-grid-scale models by Germano et al., (1991) with 
important modifications and its extensions provided by Lilly (1992) and Meneveau et al. 
(1996). These models can be considered as a modification of the Smagorinsky model, as the 
dynamic model allows the Smagorinsky constant SC  to vary in space and time, being 
computed dynamically as the calculation progresses, rather than set apriori. Germano model is 
based on an algebraic identity between the sub-grid-scale stresses at two different filtered 
levels and the resolved turbulent stresses.  

In Germano et al. (1991) approach the variable model coefficient C , replacing Smagorinsky 
constant SC is calculated locally in each time-step based upon two filterings of the flow 
variables, denoted in the following equations by the overbar and a caret over the overbar. 
These filters are called the grid filter and the test filter, respectively, with the test filter width 
assumed to be larger than the grid filter width (a ratio of 2 was demonstrated to produce 
optimal results (Germano et al., 1991). 

The SGS stress tensor ijτ can be expressed as 

( )jijiij uuuu −=τ  (1.175) 

Application of stress tensor S closure to (1.175) produces 

ijkkijij SSC 22
3
1

∆=− τδτ  (1.176) 

where ijδ is a Kronecker delta operator 
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∆ is the grid filter width, and 2
SCC = is a new Smagorinsky coefficient, equal to the square of 

the original quantity.  

The “subtest” scale stress 𝑇𝑇𝑖𝑖𝑖𝑖 = �𝑢𝑢𝚤𝚤��𝑢𝑢𝚥𝚥�� − 𝑢𝑢𝚤𝚤𝑢𝑢𝚥𝚥������ �can be similarly expressed as  

𝑇𝑇𝑖𝑖𝑖𝑖 −
1
3
𝛿𝛿𝑖𝑖𝑖𝑖𝜏𝜏𝑘𝑘𝑘𝑘 = 2𝐶𝐶∆�2 �𝑆𝑆̅̂� 𝑆𝑆̅̂𝑖𝑖𝑖𝑖 (1.177) 

where ∆̂ is the test filter width.   

Recognizing that consistency between (1.176) and (1.177) depends on a proper selection of C
, Germano et al. (1991) were able to introduce Germano identity  

ℒ𝑖𝑖𝑖𝑖 = 𝑇𝑇𝑖𝑖𝑖𝑖 − 𝜏̂𝜏𝑖𝑖𝑖𝑖 = −𝑢𝑢𝚤𝚤�𝑢𝑢𝚥𝚥�� + 𝑢𝑢𝚤𝚤��𝑢𝑢𝚥𝚥��  (1.178) 
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where ℒ𝑖𝑖𝑖𝑖 is the resolved turbulent stress. The right hand side of Eq. (1.178) can be explicitly 
evaluated by subtracting the test-scale average (1.176) from (1.177), producing 

ℒ𝑖𝑖𝑖𝑖 =
1
3
𝛿𝛿𝑖𝑖𝑖𝑖𝐿𝐿𝑘𝑘𝑘𝑘 = 2𝐶𝐶𝑀𝑀𝑖𝑖𝑖𝑖 (1.179) 

where  

𝑀𝑀𝑖𝑖𝑖𝑖 = ∆�2 �𝑆𝑆̅̂� 𝑆𝑆̅̂𝑖𝑖𝑖𝑖 − ∆2|𝑆𝑆̅|𝑆𝑆𝚤̅𝚤𝚤𝚤�  (1.180) 

Multiplying both sides of (1.180) by ijS the model coefficient C can be found as 

𝐶𝐶 =
1
2
�
ℒ𝑖𝑖𝑖𝑖𝑆𝑆𝑖̅𝑖𝑖𝑖
𝑀𝑀𝑖𝑖𝑖𝑖𝑆𝑆𝑖̅𝑖𝑖𝑖

� (1.181) 

Lilly (1992) proposed alternative closure by using least squares approach to minimize the 
error in the solution of equation system (1.179). Defining Q as the square of error in eq. 
(1.179) one can write 

𝑄𝑄 = �ℒ𝑖𝑖𝑖𝑖 −
1
3
𝛿𝛿𝑖𝑖𝑖𝑖𝐿𝐿𝑘𝑘𝑘𝑘 − 2𝐶𝐶𝑀𝑀𝑖𝑖𝑖𝑖�

2

 (1.182) 
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∂
∂
C
Q , and observing that 02
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>
∂
∂

SC
Q
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can be found as  

𝐶𝐶 =
1
2
�
ℒ𝑖𝑖𝑖𝑖𝑀𝑀𝑖𝑖𝑖𝑖

𝑀𝑀𝑖𝑖𝑖𝑖𝑀𝑀𝑖𝑖𝑖𝑖
� (1.183) 

Note, that this procedure can lead to numerical instability since to ensure stability C must be 
positive, which is not guaranteed by dynamic procedure since the numerator of (1.183) can 
become negative. Accordingly, to improve the robustness of the method, additional averaging 
in the homogeneous direction of the flow (if any) is often employed. 

The sub-grid-scale stresses obtained using the dynamic model vanish in laminar flow and at a 
solid boundary, and have the correct asymptotic behaviour in the near-wall region of a 
turbulent boundary layer (Germano et al., 1991), alleviating major shortcomings of 
Smagorinsky model.  

Further development of dynamic models included dynamic localization model of Ghosal et al. 
(1995) and Lagrangian averaging model of Meneveau et al (1996); however Lilly dynamic 
model retains its popularity due to simplicity of implementation and relatively little 
computational expense (10-15% compared to constant coefficient Smagorinsky model).  

Renormalization Group (RNG) SGS model 

Another commonly used model is RNG SGS model, which was developed from 
Renormalization theory by Yakhot and Orszag (1986) and is conceptually similar to the one 
originally applied to ε−k RANS model. In this model the effective viscosity effµ  is equal 
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where  
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The RNG model is similar to the Smagorinsky’s model , but does not contain adjustable or ad 
hoc parameters and is capable to describe transitional and laminar flow regimes: in the 
laminar flow the Heaviside function argument is negative and the effective viscosity recovers 
molecular viscosity, µµ =eff . The effective Prandtl number can be calculated according to 
the RNG theory (Yakhot and Orszag, 1986) for non-reactive flows and was equal to the 
effective Schmidt number: 

eff

effeff

µ
µ

=
+

+

−

− 3679.06321.0

3929.2Pr/1
3929.2Pr/1

3929.1Pr/1
3929.1Pr/1

 (1.187) 

MILES approach 

Monotone Integrated LES (MILES) technique was introduced by Boris et al. (1990) belongs 
to implicit filtering technique. The idea is that turbulence is characterised by high levels of 
fluctuating vorticity, and therefore sharp velocity gradients, which usually requires high-order 
monotone schemes to properly resolve. These high-order monotone schemes, however, are 
highly dissipative, possessing an inherent truncation error that acts as a numerical diffusion 
(Oran and Boris, 1993), which can emulate the effects of physical viscosity, see Grinstein and 
Guirguis (1992). Using a finite-volume approach, the cell averaging discretisation of the data 
can be considered to be implicit filter. Therefore, these components naturally mimic LES 
approach. Furthermore, it was demonstrated by Ghosal (1996) that the numerical error in LES 
codes can be of a similar order of magnitude to the SGS model, and mask its effect. It has also 
been shown by Fureby et. al. (1997) and Menon et. al. (1996) that in certain flows the gross 
scale features appear to be insensitive to the choice of SGS model, particularly if the spatial 
resolution is high enough. 

It should be noted that a number of LES based modelling strategies have also been proposed 
primarily to extend the feasibility of LES-like simulations, these include notably VLES (Very 
Large Eddy Simulations) and DES (Detached Eddy Simulations).  VLES is aimed at unsteady 
flow simulations with intermediate resolution and where a significant portion of the turbulent 
energy spectrum needs to be modelled by the SGS. The matter of selection of adequate mesh 
resolution for LES, and therefore the boundary between LES proper and VLES, is a subject of 
considerable debates within CFD community. One of the commonly accepted criteria is that 
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the LES filter and mesh should be sufficiently fine to resolve 80% of the energy; if the filter 
and/or mesh are too coarse for that, the simulation becomes VLES (Pope, 2000).  

Overall, LES provides a good compromise between good predictive capability and 
acceptable, if still high, computational resources requirements. 
 
DNS approach to turbulence modelling 
A direct numerical simulation (DNS) is a simulation in which the Navier-Stokes equations are 
explicitly solved numerically resolving all the scales of motion without any turbulence model. 
DNS requires the simulation to be able to resolve the entire range of spatial and temporal 
scales of the turbulence. Conceptually it is the simplest approach and, when it can be applied, 
it is unrivalled in accuracy and in the level of description provided. However, it is important 
to appreciate that the cost is extremely high; and the computer requirements increase so 
rapidly with Reynolds number that the applicability of the approach is limited to flows of low 
or moderate Reynolds numbers (Pope, 2000). In terms of thermocouple analogy, used in 
description of RANS and LES approaches, the thermocouple now have almost instantaneous 
measurement speed, allowing measurement of even small scale fluctuations.  

All the spatial scales of the turbulence must be resolved within the computational mesh, down 
to the smallest (Kolmogorov) dissipative scales. The Kolmogorov scale η   is given by 

4/13 )/( ευη =  (1.188) 

where ν is the kinematic viscosity and ε is the rate of dissipation of kinetic energy. Resolving 
Kolmogorov scale typically requires utilization of ultra-fine grids with resolution inversely 
proportional to Re¾ (Dimotakis, 2005), where Re is Reynolds number and computational cost 
increasing rapidly with the Reynolds number approximately as Re3 (Pope, 2000). 

DNS provide the most accurate results at the expense of very high computational resources 
requirements driven by the necessity to resolve the flowfield down to Kolmogorov scales. 
This requirement usually made DNS unsuitable for simulation of flows of practical interest 
which usually involve complex geometries and/or large scale flows.  

1.2.4 Volumetric source model for release and dispersion (UU) 
Specification of inflow velocity for solution of momentum equations (called in mathematics 
Dirichlet or first-type of boundary condition) for modelling hydrogen release and dispersion 
in some practical problems may be non-trivial or not convenient from modelling point of 
view. Examples of such practical situations may include: 

- modelling high-pressure storage blowdown using notional nozzle parameters, where 
notional nozzle parameters are changing with time, 

- underexpanded jet with sonic inflow velocity requiring compressible formulation and 
subject to low time step value due to Courant-Fridrichs-Levy stability criteria, 

- modelling of hydrogen inflow with large disparity between scale of inflow orifice and 
overall problem size, 

- high-velocity inflow in a congested environment, leading to large velocity gradients and 
poor stability and/or convergence, etc. 

Numerical constraints stipulated by inflow boundary in above situations may be relaxed using 
volumetric source model for hydrogen inflow as described in (Molkov et al. 2009). With such 
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an approach a small portion of calculation domain around inflow is designated for volumetric 
release, where volumetric sources are applied to momentum, energy, species and other 
equations to mimic parameters of the modelled inflow. One may expect the volumetric source 
model to provide reasonably accurate solution as long as  

- conservation of governing parameters is fulfilled, i.e. inflow of mass, momentum, energy, 
species etc. between the physical inflow and the one modelled using volumetric sources 
are the same, 

- problem scale, where we are interested in the solution,  is significantly larger than the 
volumetric source (in the near to the source volume field the solution is likely to be 
affected by the finite size of the source). 

With such an approach the size of the region where volumetric source is applied may be kept 
all the time constant, but the source values can be adjusted in time to reflect changing with 
time flow parameters (e.g., parameters at the notional nozzle). 

Implementation of volumetric release source may be demonstrated using example of transient 
hydrogen jet modelled within RANS framework using standard k-ε turbulence model. The 
governing equations are (see section 1.2.3.1 for the k-ε equation set): 
− conservation of mass, 
− conservation of momentum, 
− conservation of energy, 
− conservation of hydrogen mass fraction, 
− conservation of turbulent kinetic energy, 
− conservation of turbulent kinetic energy dissipation rate. 
For the development of the described methodology one needs to know parameters at inflow: 
mass flow rate inm , inflow velocity inu , temperature inT , turbulent kinetic energy ink  and its 
dissipation rate inε  . If turbulence intensity I and length scale l at inflow are known, turbulent 

kinetic energy may be calculated as ( )223 Iuk inin ⋅= , and dissipation rate as 
lkC inin

2343
µε =  , where µC  - constant of k-ε turbulence mode, equal for the standard model 

0.09. 

For mass inflow rate inm , then inflow rates of other variables in the equation set are: 
− momentum inin um ⋅ ,  
− energy ( ) ( )022

0
222 2

TTcmhhm HpHfHHH H
−⋅⋅=−⋅  ,  

− species inm  (assuming 100% fraction of hydrogen at inflow),  
− turbulent kinetic energy inH km ⋅2 , and  
− turbulent kinetic energy dissipation rate inHm ε⋅2 . 

Knowing volume of region of calculation domain designated for source term application
sourceV , values of source terms in corresponding equations become: 

conservation equation of mass 

sourceHm VmS 2= , (1.189) 

conservation equation of momentum 
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sourceHHu VumS 22 ⋅=  , (1.190) 

conservation equation of energy (specific heat of hydrogen is ( )kgKJ/14283
2

=
Hpc  at normal 

atmospheric conditions) 

( ) ( ) sourceHpHsourceHHHE VTTcmVhhmS
H 0220222 2

−⋅⋅=−⋅=  , (1.191) 

conservation equation of inflowing species (hydrogen) 

sourceHH VmS 22 = , (1.192) 

conservation equation of turbulent kinetic energy 

sourceHk VkmS ⋅= 2 , (1.193) 

conservation equation of turbulent kinetic energy dissipation rate 

sourceH VmS ee ⋅= 2 . (1.194) 

The method was validated against experimental data by Health and Safety Laboratory, UK 
(Roberts, 2006) on quasi steady-state under-expanded hydrogen jet issued from a storage at 
p=100 bar overpressure and temperature T=140C through a 3 mm diameter orifice, 
experimentally estimated mass flow rate was equal m = 0.045 kg/s. Source terms were applied 
in a region having cubic geometry. Simulations with different sizes of the region were 
performed, where the volume was characterised in terms of so called effective or notional 
nozzle diameter (i.e. flow diameter where sonic velocity is established), which was calculated 
according to (Molkov, 2012) and was equal to 21.8 mm. Ratio of the release region size to the 
effective nozzle diameter was changing from 1 to 8. Comparison of experimentally measured 
hydrogen volume fractions with simulation results are shown in Figure 1.30. The simulated 
and experimentally observed hydrogen volume fractions are in a good agreement, provided 
that the ratio of the release volume size to the notional nozzle diameter Deff is up to 4. Table 
1.7 gives flow parameters at the exit from volumetric source region for all tested cases. 

It is important to note two factors leading to potential deterioration of numerical results near 
the volumetric release source: 

- as the volumetric source region is not separated from the rest of the domain, air 
entrainment is allowed and hydrogen fraction near the source decreases below 1.0 
in the volumetric source region, 

- larger size of the volumetric source region leads to large entrainment and, as a 
result, to decrease of the maximum jet velocity. 

On the other hand, in case of source region size equal to four effective (notional) nozzle 
diameters Deff Mach number is equal to M=0.28, which makes flow effectively 
incompressible, relaxing numerical constraints and allowing faster convergence of the 
numerical solution procedure. 
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Figure 1.30: Comparison of measured and simulated hydrogen vol. fraction for various sizes of the 

release volume (Molkov et., 2009). 

 
Table 1.7: Parameters at volumetric source: hydrogen volume fraction, velocity and 

maximum Mach number 

Size of source region H2 vol. fraction Jet velocity Mach number 

1Deff 0.99 1032 m/s 0.87 

2Deff 0.90 415 m/s 0.46 

4Deff 0.72 164 m/s 0.28 

8Deff 0.67 72 m/s 0.15 

1.2.5 Near surface wind distribution model (HSL) 
To model atmospheric dispersion using CFD, it is necessary to specify mean wind speed 
profiles, as described in Section 1.1.3. This is not entirely straightforward for a number of 
reasons. Perhaps the most prominent of these is the use of turbulence models with wall 
functions. These wall functions consist of profiles of velocity, temperature and turbulence 
parameters (or modified transport equations) that are applied just within the computational 
cells adjoining the ground. The reason why these wall functions are used is that the flow 
behaviour close to the wall changes very rapidly. Rather than resolve these steep gradients, 
which would require a very fine grid near the ground and long computing times, it is 
advantageous to use a coarser grid and prescribe the flow behaviour within this region of the 
flow. Problems then arise because the scales under which atmospheric flows operate are not 
compatible with the scaling assumptions used in near wall cells.  

These difficulties in modelling the ABL were examined by Hargreaves and Wright (2007) 
who showed that it is difficult to maintain the wind and turbulence profiles along the length of 
the computational domain.  The standard near wall functions in the k-ε turbulence model tend 
not to preserve the applied upstream profiles of wind and turbulence, so that the quantities 
decay by the time the flow reaches the region of interest.  
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The approach commonly used to model ABLs in atmospheric dispersion simulations was 
developed by Richards and Hoxey (1993), who modelled a neutral boundary layer using the 
following inflow conditions:  

𝑢𝑢 =
𝑢𝑢∗
𝑘𝑘
𝑙𝑙𝑙𝑙 �

𝑧𝑧 + 𝑧𝑧0
𝑧𝑧0

� (1.195) 

𝑘𝑘(𝑧𝑧) =
𝑢𝑢∗2

�𝐶𝐶𝜇𝜇
 (1.196) 

𝜀𝜀(𝑧𝑧) =
𝑢𝑢∗3

𝜅𝜅(𝑧𝑧 + 𝑧𝑧0)
 (1.197) 

Together with a shear stress applied at the bottom boundary of: 

𝜏𝜏𝑔𝑔 = 𝜌𝜌𝑢𝑢∗𝑔𝑔2  (1.198) 

with turbulence values of: 

𝑘𝑘 =
𝑢𝑢∗𝑔𝑔2

�𝐶𝐶𝜇𝜇
 (1.199) 

and: 

𝜀𝜀 =
�𝐶𝐶𝜇𝜇𝑘𝑘𝑘𝑘∗𝑔𝑔
𝜅𝜅(𝑧𝑧𝑔𝑔 + 𝑧𝑧0)

 (1.200) 

where the subscript g refers to the near ground values. Richards and Hoxey (1993) were able 
to maintain the ABL profiles throughout the computational flow domain by modifying the 
expressions for k and ε in the near wall cell within the CFD code. Users of commercial CFD 
codes usually do not have the ability to modify the code in this way. Hargreaves and Wright 
(2007) acknowledged this shortcoming and noted that it may be useful to site the inlet 
boundary close to the region of interest within the computational domain, in order to avoid the 
ABL profiles changing significantly by the time that the flow reaches the area of interest. 

An alternative approach to modelling the ABL was described in Blocken et al. (2007) where 
the lower boundary is modelled as a rough wall using the following standard approach: 

𝑢𝑢 = 𝑢𝑢∗
𝑘𝑘
𝑙𝑙𝑙𝑙(𝑦𝑦+) + 𝐵𝐵 − ∆𝐵𝐵(𝑘𝑘𝑠𝑠)  (1.201) 

where y+ is the dimensionless wall distance, B is a constant and ΔB(ks) is a function that 
accounts for the surface roughness, based on the equivalent sand grain roughness, ks. Blocken 
et al. (2007) showed that it was possible to replicate an ABL profile using this standard wall 
function if the equivalent sand grain roughness, ks,  was set to a value of: 

𝑘𝑘𝑠𝑠 = 30𝑧𝑧0 (1.202) 

However, they pointed out that this method often cannot be used because the requirements for 
the near-wall meshing are incompatible with the values of ks that typically arise. Many CFD 
codes require that the sand grain roughness length is smaller than the distance, yp, to the 
centre of the near wall cell. If this rule is enforced, it can lead to overly large near wall cells 
which would poorly resolve the flow near the ground. Blocken et al. (2007) suggested a 
number of remedial measures that may be used when the ks> yp: 

• Variable height of wall adjacent cells 
• Explicit modelling of roughness elements 



 
  80/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

• Minimisation of the upstream domain length 
• Generation of upstream profiles using an “empty” domain 
• Specification of the wall shear stress on the bottom of the domain 

The latter measure was also recommended by Richards and Hoxey (1993) and was found by 
Blocken et al. (2007) to result in a very good horizontal homogeneity. However, it is only 
applicable to flat, unobstructed terrain where there are no disturbing elements such as 
buildings and the wall shear stress can be prescribed. Since CFD models are mostly used to 
study complex geometries that cannot be examined using simpler integral models, this is a 
serious limitation of the approach.   

The importance of consistency between the inflow boundary and the upper (sky) and ground 
boundaries was highlighted by O’Sullivan et al. (2011), who implemented the inlet profiles of 
Yang et al. (2009) in conjunction with different upper and lower boundary conditions. They 
found that the standard approach of using zero gradients to specify the turbulence quantities 
on the boundaries was inconsistent with the applied profiles and led to errors in the 
streamwise flow predictions. 

Further guidance on CFD modelling of atmospheric boundary layers can be found in the 
reports produced by the European COST Action 732 on “Quality assurance and improvement 
of microscale meteorological models” (Frank et al., 2007; Schatzmann et al., 2010). In 
France, a government-led CFD modelling working group is currently in the process of 
drafting guidance on the simulation of atmospheric boundary layers using CFD models that 
will prescribe the approach that must be taken in industrial safety analyses. Some background 
information on the motivation for this new guidance can be found in the paper by Lacome and 
Truchot (2013). 

1.2.6 LH2 releases and dispersion (NCSRD) 
The release of cryogenic fluids, such as liquefied hydrogen (LH2), is a complex physical 
phenomenon, which results in two phase flow. There are several modelling approaches of the 
two phase flows and thus of the LH2 dispersion. This section analyses the modelling 
approaches that can and have been used in the past to simulate the LH2 dispersion. We 
distinguish two main categories: gas phase only release and flow models, and two-phase 
release and flow models. The difference between the two approaches is that the gas phase 
models simplify the flow from two-phase to single phase flow, while the two-phase models 
take into account both liquid and vapour hydrogen. The gas phase models are describing in 
section 1.2.6.1 and the two-phase models in section 1.2.6.2.  

1.2.6.1   Gas-phase only release model (UU) 
University of Ulster proposed a method of modelling the consequences of liquid hydrogen 
spill based on the modelling of gaseous phase only (Molkov et al., 2005). Release of liquefied 
hydrogen is modelled as gaseous inflow with 0.1

2
=HY , at boiling temperature T=20 K. The 

hydrogen mass inflow was assumed constant, calculated based on the total evaporated 
hydrogen mass over evaporation period and the hydrogen inflow velocity calculated as 

( )Amv H 2inf ρ= , where 219.1
2

=Hρ  kg/m3 is the gaseous hydrogen density at T=20 K and A 
–inflow area. 

In (Molkov et al., 2005) this method was applied to set an LES simulation of dispersion of 
hydrogen cloud resulted from LH2 spill, mimicking conditions of experiment described by 
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Chirivella and Witcofski (1986). Hydrogen mass flow was set to 41.8=m  kg/s, which 
corresponded to release of total LH2 mass of 361.78 kg during 43 s (Chirivella and Witcofski, 
1986). Two numerical simulations were performed using different hydrogen inflow boundary 
radius. In the first simulation, the boundary radius was assumed to grow from R=1.0 to 
R=2.5 m during 10 s, while in the second it was kept constant at R=2.5 m. In order to model 
turbulence resulting from a violent evaporation, sinusoidal oscillations were superimposed 
over hydrogen inflow velocity, resulting in following expression for the local inflow velocity 

)2sin())(2sin(1( infinf zntvxnIvv ππ ⋅−+= , where I is the “turbulence level”, n = 0.5. In the 
first simulation (S1) “turbulence level” was set to be equal I = 0.99 for the entire duration of 
the whole hydrogen release, while the second simulation (S2) used I = 0.99 for the first 10 s 
and subsequently I = 0.10. 

Comparison of resulting hydrogen contours is illustrated in Figure 1.31. Comparison of 
simulation results for S1 and S2 show that the initial hydrogen inflow boundary condition 
along with a difference in geometry (pool’s boundary and diffuser) and grid resolution have 
strong effect on the dynamics of simulated hydrogen distribution. In S1 the hydrogen inflow 
velocity was initially higher than in S2, which caused hydrogen-air cloud to rise higher and 
predetermined more non-uniform structure of H2-air cloud. Overall, the general behaviour of 
the simulated H2-air cloud was in agreement with experimental data for both simulations with 
inclination angle between the cloud and ground level being close to the one observed in 
experiment which was reported to rise at an angle about 300, (Witcofski and Chirivella, 1984). 
 

a)   

b)  
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Figure 1.31: Comparison of the experimental (t = 21.33 s) and simulated H2 concentrations 
(vol. %): a) S1 (t = 21.36 s), b) S2 (t = 21.35 s), (Molkov et al., 2005), 

1.2.6.2   Two-phase flow modelling (NCSRD) 
In this section we will adduce the modelling approaches that have been used till today to 
simulate the liquefied hydrogen (LH2) dispersion by taken under consideration both the 
vapour and liquid phase of hydrogen. 

In LH2 releases, the most common tool for simulating the dispersion is the CFD codes. CFD 
codes solve the 3D transient mass, momentum and energy conservation equations along with 
some turbulence model. In the past, for other cryogenic liquid dispersions, e.g. LNG, apart 
from CFD codes other dispersion models have been used, such as Gaussian plume model and 
integral models. Winters et al. (2011) is the only reference which uses a three stage buoyant 
turbulent entrainment model to predict the trajectory, concentration and temperature of a 
hydrogen jet in liquid based systems, and makes use of the Gaussian model.  

 

Nomenclature 
 

ix  Cartesian j co-ordinate (m) M molecular weight 

iu  i component of velocity  
(ms-1) 

Greek 

p  pressure (Pa) µ  viscosity (kgm-1s-1) 

ig  gravity acceleration in the i-
direction (ms-2) 

ρ  density 

q  mass fraction of component 
(dimensionless) 

Subscripts 
 

t  time (s) nv non vapour  
h  enthalpy (Jkg-1)   liquid 

Sc, Pr  Schmidt and Prandtl number 
(dimensionless) 

sl slip 

τ  Shear stress tensor (kg/s2m) eff effective (laminar+turbulent) 
d  diffusivity (m2/s) sat saturation 
α  volume fraction (dimensionless)   

 

Modelling approaches in the CFD simulations 
The CFD softwares solve the conservation equations of the flow system. There are two 
different specifications of the flow field in case of two-phase flows: the Eulerian and the 
Lagrangian. The Eulerian specification is a way of looking at fluid motion that focuses on 
specific locations in the space through which the fluid flows as time passes. Both phases 
(vapour and liquid) are treating as continuous phases. In the Lagrangian specification of the 
flow field the observer follows an individual fluid parcel as it moves through space and time. 
The liquid phase is the dispersed phase, and can be considered as large number of liquid 
droplets which enters the domain. Each droplet obeys the 2nd Newton law and dependent on 
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the forces that act on the droplet its velocity can be calculated. The vaporization rate of each 
droplet should be also taken into account. Coupled with the droplets’ equation the Eulerian 
form of conservation equations of the vapour phase (hydrogen and air) are solved with extra 
source terms due to the interaction of the phases. Pereira et.al. (1996) has used this 
specification to simulate the sudden depressurization of liquefied propane into atmospheric 
environment In the Lagrangian specification the number and size distribution of the droplets 
at the source should be specified. Due to lack of such information in accidental cryogenic 
releases, this specification is not generally preferred. However, Witlox et al. (2005) present 
several correlations for the calculation of the droplet diameter in flashing liquid jets. The 
Lagrangian specification and its modelling process are out of the scope of this review, since it 
has not been used in LH2 dispersion yet.  

In the Eulerian specification of the flow field, two different approaches were adopted in the 
CFD simulations: the mixture model and the multi-fluid model.  

 

Mixture model 
The following equations are the general differential form of the mass, momentum (Navier-
stokes) and energy conservation equations for fully compressible flows using the mixture 
model:  

j
m

j

u
S

t x
∂ρ∂ρ

+ =
∂ ∂

 (1.203) 

( ) ( )( )j ii
ij i sj si ui

j i j j

u uu g q u 1 q u S
t x x x x

∂ρ∂ρ ∂Ρ ∂ ∂
+ = − + t + ρ − ρ − +

∂ ∂ ∂ ∂ ∂    (1.204) 

( )

j ji i
i i

ij j j j

sj sj e
j j

h uh qdP T d h
t x dt x x x

P                       q u h h q u 1 S
x x

 ∂ρ∂ρ ∂∂ ∂
+ = + λ + ρ  ∂ ∂ ∂ ∂ ∂ 

 ∂ ρ ∂ + ρ − − − +  ∂ ρ ∂ 

∑

  



 (1.205) 

The viscous dissipation term is given by:   

ji k
ij ij

j i k

uu u2
x x 3 x

  ∂∂ ∂
τ = µ + − δ   ∂ ∂ ∂   

 (1.206) 

In the source term of energy equation the heat produced by shear stress can be included, but 
usually is neglected. Only in cases with very large velocity gradients this term is important.   

The above equations are solved for the mixture. Therefore, all variables are referred to the 
mixture. Both phases are assumed to have the same energy, and the hydrogen mass fraction 
conservation equation is also solved:  

( )1 ∂ −∂ ∂∂
+ = −  ∂ ∂ ∂ ∂ 

j n eff sj nn n

j j eff j j

u q q u qq q
t x x Sc x x

ρ µ ∂ρρ
∂

 (1.207) 
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q  is the total mass fraction of the component (vapour + liquid). The main issue of the mixture 
model is on how the liquid mass fraction of each component will be calculated. This matter 
will be discussed later. 

A simplification of mixture model, called Homogeneous Equilibrium Model (HEM) is to 
assume that the phases are also in local kinetic equilibrium, so the slip terms in the 
conservation equations are neglected.  This approach has two main advantages: the 
conservation equations are similar to those in single phase flows, and limited information 
about the source is required.  

 

Slip velocity 
In the set of equations (1.203)-(1.207) the slip terms are met which contain the slip velocity. 
Slip velocity is defined as the velocity of the liquid phase relative to the velocity of the vapour 
phase.  

s vu u u= −

    (1.208) 

Several models have been developed to calculate the slip velocity. The most common model 
is the algebraic slip model. According to the algebraic slip model the slip velocity is derived 
by:  

p m
s

drag

u
f
τ r − r

= a
r





  (1.209) 

where pτ  is the particle (droplet) relaxation time  

2

p
v

d
18
ρ

τ =
µ
   (1.210) 

The drag function defines the flow regime between laminar, transition and turbulent. Here, we 
provide the Schiller and Naumann formula (Manninen et al. 1996): 

0.687
p p

drag
p p

1+0.15Re , Re 1000
f =

0.01833Re    ,  Re  >1000  

 ≤ 
 
  

 (1.211) 

The relative Reynolds number is:    

v v
p

v

u u d
Re

ρ −
=

µ
 

 

 (1.212) 

The term α


 is the acceleration and is calculated by: 

( ) m
m m

ug u u
t

∂
α = − ⋅∇ −

∂


     (1.213) 

The simplest algebraic slip model is the one that takes into account only the gravity 
acceleration. So, in equation (1.213) the last two terms on the right side are neglected. 

In the algebraic slip model the diameter of the droplet should be known. In cryogenic releases 
the formed droplets do not have the same size, but they follow a distribution around a mean 
diameter. Usually, in mechanical break-up, or, flashing break up the droplet’s diameter can be 
described by the Rosin-Rammler distribution, or the log normal distribution (Witlox & 
Bowen 2001).  However, information about the droplet’s mean diameter from experiments of 
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LH2 releases is not available. Therefore, it is a complex task to estimate the droplet’s 
characteristics.  

Although most of the studies related to LH2 dispersion when solving with the mixture model 
neglect the slip terms, the last years an effort has been made by Giannissi et al. (2013) to take 
into account the slip terms. In their study the Ogura and Takahashi empirical model for water 
(Ogura & Takahashi 1971) is used to calculate the slip velocity. According to this model the 
slip velocity is calculated with the help of the liquid hydrogen mass fraction. At this point we 
should mention that Giannissi et al. studied the effect of the liquefaction and freezing of the 
ambient humidity on the dispersion, and therefore, apart from liquid hydrogen there were also 
liquid and solid water in the mixture. The Ogura and Takahashi empirical model for water 
have been used mostly for rain precipitation, but has been also used by Venetsanos et al. 
(2003) in propane and ammonia two phase releases. It assumes that the droplets are spherical 
and their diameter is distributed according to the Marshal Palmer distribution (Marshall & 
Palmer 1948), and the slip velocity is derived by the equation:  

2

0.125nv
s

H O

qw 31.21 ( )= − ⋅
ρ
ρ

 (1.214) 

where index nv  is for both liquid and solid phase. sw  is the velocity component along z-
direction. Only in that direction was assumed that the slip terms are important due to the 
gravitational acceleration. That slip model does not distinguish between the non-vapour 
hydrogen and the non-vapour water and treats them the same. That was acceptable in that 
work because the area occupied by liquid hydrogen was limited to the area near the spill point 
and much less compared to the area occupied by the condensed and solidified water.  

In Giannissi et al. (2014) a modified model of Ogura and Takahashi empirical model for the 
calculation of the slip velocity was developed and tested with the help of LH2 dispersion 
experiments. This model is expanded for all liquids. The droplet’s size is distributed 
according to the Marshal Palmer distribution and it takes into account all the flow regimes 
(laminar, turbulent, transition) according to the droplet’s size.  

Analytically, the model calculates the mean diameter with the help of the liquid mass, solving 
the following equation with respect of the mean diameter:  

 
(1.215) 

The vertical liquid flux is derived by the following relationship: 

 
(1.216) 

The integral in the right side of the above equation is calculated numerically. The slip velocity 
in the integral is calculated with the help of the particle’s diameter. The regime can be either 
laminar or turbulent dependent on diameter size. The equation is 

 
(1.217) 

The drag function, dragf , defines the flow regime, and its value is given by equation (1.211). 
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Having calculated the integral (1.216) and knowing the quantity qρ   in each cell, the slip 
veloctiy in the cell can be computed. 
 

Liquid mass fraction calculation 
As mentioned before the mixture model despite its simplicity it encounters a significant 
problem: the calculation of the liquid mass fraction. Since each phase is not solved separately 
as in the multi fluid model, a methodology to predict the mass fraction of each phase should 
be employed. In the bibliography of LH2 dispersion two different methodologies are met.  

Venetsanos et al. (2007)-(Baraldi et al. 2009) use the Raoult’s law for multi-component 
mixtures in order to calculate the liquid mass fraction.  

More specific, if the temperature is above the mixture saturation (dew) temperature ( ST ), then 
all mixture components are in the vapour phase. Liquid phase will appear when the 
temperature is equal or lower than the mixture saturation temperature: 

satT T≤  (1.218) 

The mixture saturation temperature is obtained iteratively from the following relation:  

( )

=
∑

∑
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n satn

q
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 (1.219) 

where nM and nq  are the molecular weight and total mass fraction of component-n, ( )SnP T  
is the saturation pressure of component-n and P  is the total pressure. 
It should be noted that according to the above equilibrium model any phase changes are 
assumed to occur instantaneously. 

The liquid mass fraction is calculated according to Raoult’s law for ideal multi-component 
mixtures. According to this law under two-phase equilibrium conditions the following 
relationship is applied which can be solved iteratively and calculate the liquid mass fractions 

vi i satiP P    i 1,a = a = κ  (1.220) 

Ichard et al. (2012) in their work present a different methodology. Instead of solving the total 
mass fraction conservation equation, two mixture fraction equations are solved, one for the 
vapour and one for the liquid phase.       
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index *  represents either vapour or liquid phase. 

The mixture fractions with the mass fraction are related with the following relationship:   

0 0 0= + + 


a v
n n v n nq q f q f q  (1.222) 
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where 0
a
nq   is the initial mass fraction of component n inside the surrounding atmosphere,   

0
v
nq  is the initial mass fraction of component n inside the gas phase at the source, and 0


nq  is 

the initial mass fraction of component n inside the liquid phase at the source. Evaporation of 
the liquid phase is taken into account by ensuring thermodynamic equilibrium. 
Thermodynamic equilibrium implies that the partial pressure of the component in the vapour 
phase is the saturation pressure at the mixture temperature. The partial pressure of the 
component is deduced from the Dalton’s law:  

( )= =v v atm satP a P P T  (1.224) 

The mixture temperature is calculated iteratively with the help of the mixture enthalpy, which 
is derived by (1.205) equation.  

Iteration on the temperature is performed until equilibrium is attained. Equilibrium is 
achieved when the enthalpy is equal to the initial enthalpy in the control volume.    

 

Multi-fluid model 
The other approach of the Eulerian formulation is the multi-fluid model which solves each 
component and phase separately. In that case the set of equations (1.203)-(1.205) are solved 
weighted with the volume fraction of each component in each phase, and they turn into the 
following form:    
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where the index p is for the each phase of each component.  

The source terms in the mass equation is the mass source for each component/phase, which 
could be either a specific mass flow rate from an external source or mass transfer between 
phases ( pqm ). For instance, in non-reacting LH2 release the source terms related to the mass 
transfer between phases are non zero when phase change of the component takes place 
(evaporation and/or liquefaction). In the vapour mass equation this term represents the net 
change of the vapour that has been formed (vapour that has formed minus vapour that has 
liquefied). In the liquid mass equation the source term is equal with the one in the vapour 
equation but with opposite sign. 

The source terms in the momentum equation include the momentum change between phases, 
and the forces due to particle (e.g. droplets) existence, such as drag force, lift force, virtual 
mass force etc.. From the forces due to particle existence usually the drag force is considered 
important and the other forces are neglected. According to the above the source term in 
momentum equation is taken the form:    
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p pq pq qp qp qp
u dS m u m u R F= − + +

  
   (1.228) 

The interphase velocity pqu  is defined as follows: if pqm 0>  (i.e. phase mass p is being 
transferred to phase q  ), pq pu u=

  ; if pqm 0<  ( i.e. phase mass q  is being transferred to 
phase  p ), pq qu u=

  . Likewise, if qpm 0>  then qp qu u=
  , and if qpm 0<  then qp pu u=

  .  

Finally, the drag force per volume unit is equal to:     

( )d v
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fF u uα ρ
= −

τ
 



  
 (1.229) 

f  is the drag function as defined in (1.24) equation. pτ  is the “particle relaxation time”, which 
derived by:    
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d
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µ
   (1.230) 

In the energy equation q  is the heat flux and eS  is a source term that includes sources of 
enthalpy (e.g., due to chemical reaction or radiation) and heat exchange between phases. The 
viscous dissipation term of each phase p  is derived by (1.206) equation by substituting the 
mixture viscosity with the viscosity of each phase, Pµ . However, it can be neglected as 
mentioned in the respective equation of mixture model.  

In this model equation (1.207) for the mass fraction is not solved. The number of equations 
that are solved is dependent on the assumptions made. One can solve the mass and 
momentum equations of all the components and phases separately. However, in order to 
reduce the computational cost, it is common to make some simplifications and decrease the 
number of equations. For instance, in the case that liquid hydrogen is dispersed in dry air it 
could be considered that the vapour phases of all components (air + hydrogen) have the same 
velocity, while the hydrogen liquid phase has its own velocity. In this way, two momentum 
equations are solved instead of three. Vandroux-Koenig et al. (1997) made that assumption in 
modelling liquid propane release. Chitose et al. (2002) used also this approach to simulate 
LH2 dispersion based on the NASA experiments: three mass conservation equations, two 
momentum equations and two energy equations were solved. The three mass equations were 
for the liquid hydrogen, the vapour hydrogen and the air. The air was assumed to consist only 
of nitrogen. One momentum and one energy equation were solved for the vapour phase of 
hydrogen and nitrogen which are treated as one fluid with the same velocity and energy. 
Finally, one momentum and one energy equation were solved for the liquid hydrogen. By 
using similar approach and with the same code (CHAMPAGNE), Chitose et al. (2000) 
simulated also the WE-NET experiments related to LH2 dispersion with main objective to 
improve the evaporation model of the formed liquid pool.  

 

Source modelling 
In the case of cryogenic releases, such as the LH2 release, an important factor is the way the 
source itself is modelled. The release under cryogenic conditions is actually a two-phase 
release. In case of an accidental release of liquid hydrogen due to an equipment failure (of the 
cryogenic tank, of the pipe, etc.) the flow becomes two-phase, because a fraction of the 
hydrogen is vaporized immediately as it is spilled. In practice, the hydrogen is stored in the 
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tank at temperature below its boiling point and usually under pressure. When it is released an 
amount of hydrogen is vaporized spontaneously due to the pressure relief from system to 
atmospheric pressure. This process is called flash vaporization. The remaining liquid either 
disperses in form of spray along with the vapour phase until it is evaporated or falls to the 
ground forming a cryogenic pool. The formed liquid pool absorbs heat from its surroundings, 
the ground, the air, etc., evaporates and enriches the cloud with the vapour phase. So, there 
are two sources of vapour hydrogen in the domain, the one from the fracture, and the one that 
comes from the evaporation of the formed liquid pool. One should consider the best possible 
way to model the source in order to describe the physical two-phase release conditions.  

In two-phase release models the source is modelled as a homogeneous two phase jet. It is 
located at the exact location of the release point and both liquid and vapour hydrogen are 
spilled at the release’s direction. The main challenge of this approach is to define the vapour 
mass fraction at the release point. Either isenthalpic or isentropic expansion from storage 
conditions to atmospheric conditions can be assumed in order to calculate the flashed vapour 
mass fraction. Sometimes in reality, it is possible the flash to take place in the pipeline before 
the spill in the atmosphere, but in the modelling it is common to simplify and assume that 
flash is occurred only at the pipe exit.  

Statharas et al. (2000) in the BAM experiments simulation used the isentropic assumption to 
calculate the inlet liquid hydrogen mass fraction. According to this assumption the hydrogen 
mass fraction at the exit is found by:    

( ) ( )
( ) ( )

v atm st

v atm atm

S P S P
q

S P S P
−

=
−






 (1.231) 

The index st  symbolizes the storage conditions, and the index atm  is for the atmospheric 
conditions. 

Verfondern et al. (1997), Venetsanos et al. (2007) and Giannissi et al. (2011) used the 
isenthalpic assumption (adiabatic flash) to calculate the flashed vapour mass fraction. The 
flashed vapour mass fraction is derived by the following equation which is simply a heat 
balance around the nozzle (spill point):    
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In fact small differences are detected between isentropic and isenthalpic assumption for low 
storage pressure.  

The mixture density at the exit can now be calculated using the equation:    
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 (1.233) 

where     

vq 1 q= −  (1.234) 

And with the help of the nozzle’s area and the mass flow rate, the exit velocity that will be set 
as source boundary condition can be calculated:    

Qu
A

=
ρ

 (1.235) 
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Pool spreading and evaporation 
Another important factor in the modelling approach of two-phase releases is the pool 
spreading and evaporation. Two main different approaches exist and have been use to model 
the pool formation and spreading in LH2 dispersions.  

A simplified model is introduced by Venetsanos et al.  (2007). When liquid mass fraction is 
calculated in a boundary cell (on the ground) it is assumed that a pool is formed with size 
equal to the area of the cell projected to the ground. In this way the pool formation and 
spreading is predicted. Heat flux from the ground and the surrounding is taken into account.  

A more rigorous rain out and pool model is introduced by Ichard et al. (Ichard et al. 2012) and 
implemented in the FLACS code. Rain-out is due to the jet impingement either directly on the 
ground or on obstacles. Ichard et al. in their work (Ichard et al. 2012) coupled the rain out 
model with the HEM approach. According to the model if there is a jet impinging on an 
obstacle located at a distance L in the positive x- direction, the amount of liquid that rains out 
at each time step and at the cells directly adjacent to the obstacle is estimated with the help of 
the following equation:    
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 (1.236) 

where i, j, k are the cell nodes. 

Rain-out occurs only if the temperature of the mixture is less than or equal to the normal 
boiling point of the mixture. The sum on the index k in equation (1.236) is performed over all 
grid cells located at a distance less or equal than  RO  from the wall. The characteristic length 
scale  RO  for the rain-out process is defined as the product of the characteristic velocity ( )ROϑ

and characteristic time ( )ROτ  scales for the rain-out process. As characteristic velocity for the 
rainout process ( )ROϑ  is taken the local maximum velocity in regions of the flow where 
evaporation takes place and thermodynamic equilibrium has been attained. This can be 
justified by the fact that the main contribution to the mass of liquid that deposits on the 
ground or on obstacles comes from droplets with the largest diameters, since they have larger 
inertia than fluid particles, and hence have an extended memory of their maximum velocities. 
Finally, the characteristic time ROτ  over which the rain-out process occurs is assumed to be 
the time needed by the flow to achieve a new thermodynamic equilibrium. Appropriate source 
terms are added in the mixture fraction (1.221) and mixture enthalpy transport equations. The 
amount of liquid that is removed from the flow is injected inside the pool model.  

For the modelling of the liquid pool on the ground the two-dimensional (2D) shallow layer 
equations are solved to calculate the behaviour of the pool. The assumption behind the 
shallow water theory is that the pool properties (temperature, velocity, etc.) are uniform 
across the thickness of the pool and, thus, are only a function of the horizontal coordinates. 
Therefore, the shallow layer equations are an approximation of the equations of fluid motion, 
which is accurate when the thickness of the liquid pool is small in comparison with its 
horizontal dimensions. The use of the 2D shallow layer equations to calculate the pool spread 
and vaporization has an advantage: it account for the effect of terrain features or obstacles on 
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the spread of the pool. The shallow layer model solves a system of non-linear differential 
equations that allows for description of pool height and velocity as functions of time and 
location based on the mass and momentum conservation (Ichard et al. 2012) and (Middha et 
al. 2011). 

Mass conservation equation:    
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Momentum conservation equation:    
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The terms on the right side of equation (1.48) are the force terms. g,iF  is the gravity term and 
is modelled as:   
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 (1.239) 

where z  is to include the elevation from the ground. The parameter δ  is a reduction factor 
that accounts for the penetration of the pool to the substrate. If the substrate is solid then 1δ =
. For spills on water ( )w1δ = − ρ ρ . ,iFτ  is the shear stress between the liquid pool and the 
substrate and is given by the general formula:    

,i f i
1F f u u
8τ =

  (1.240) 

This model has been used also by Verfondern et al.  (1997), (2007), in order to predict the 
pool spreading and evaporation that is formed by LH2 spills. However, the prediction was 
limited in the pool formation and it was not coupled with the vapour dispersion.  

For the pool energy the enthalpy conservation equation can be solved taking into account all 
heat sources (heat due to the continuous spill, air convection, air radiation, ground conduction 
and heat loss due to evaporation).  

( )j c rad g evap
j

h hu m q q q q
t x

∂q ∂q ′′ ′ ′′ ′′r + r = q − q + + + +
∂ ∂   

      (1.241) 

where θ is the specific enthalpy.  

In case of a boiling pool the total enthalpy (temperature) of the liquid pool remains constant 
during boiling and is assumed uniform over the entire mass of the pool. Therefore, the 
evaporation rate can be calculated by dividing the net heat transfer flux between the pool and 
the surroundings, Q′′ , with the latent heat of vaporization of hydrogen.  

v
Qm
L
′′

′′ =  (1.242) 

Due to the fact that the dominant heat input is the heat conduction from the ground the other 
heat inputs can be neglected and thus the evaporation rate in solid grounds can be 
approximated as being proportional to t-1/2 (Verfondern et al. 2007). 
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For the calculation of the heat transfer from the ground the interface temperature should be 
estimated first. In general, two boundary conditions can be applied: 1) constant temperature: it 
is assumed that the temperature at the ground-pool interface is equal to the pool temperature. 
This boundary condition is imposed by (Ichard et al. 2012) and 2) equate the heat fluxes at the 
interface (heat conduction from the ground is equal to heat convection from the pool at the 
interface ground-pool), in order to calculate the interface temperature at each time step. 
Applying the first boundary condition the ground heat conduction is given by, 

( )
( )

0
g g

g
g

T T
q

t t

λ −
′′ =

πα −




  (1.243) 

where λg and αg are the thermal conductivity and thermal diffusivity of the substrate, 0
gT is the 

initial temperature of the substrate, T is the pool temperature and t is the time at which the 
substrate comes first in contact with the pool.  

Applying the second boundary condition we have, 

( )g i
g c i

(T T )
h T T

z
−

−λ = −
∆   (1.244) 

where Ti is the temperature at the interface. Iterations on Ti are performed until the above 
equation is satisfied.  

In boiling pools the boiling correlations can be employed to calculate the heat transfer 
coefficient, hc, in equation (1.244). In case of solid substrate the use of boiling correlations is 
expected to affect the dispersion only at the initial stage of the spill due to fast cooling of the 
ground. Moreover, the temperature at the interface would become very soon equal to the pool 
temperature and thus the constant temperature boundary conditions (first boundary condition 
above) is considered a good approximation in cryogenic pools. However, in case of water 
substrate the boiling correlations would affect the dispersion over the entire spill duration. 
The heat flux would be in the film boiling regime over the entire spill, because the water 
temperature can be assumed constant. In that case a constant heat flux can be set at the 
interface equal to the heat flux that corresponds to film boiling. To take into account the effect 
of pool motion a total heat transfer coefficient equal to the sum of the film boiling coefficient 
and a forced convection coefficient can be used.    

1.2.7 Volumetric source permeation model (UU) 
Though phenomena of hydrogen permeation is defined as diffusion of hydrogen ions through 
walls or interstices, in terms of hydrogen safety it may be seen as a slow long term hydrogen 
release relevant to compressed hydrogen storage systems. Analytical analysis made in 
(Adams et al. 2011) demonstrated that hydrogen concentration on the surface of high-pressure 
container, driven by processes of hydrogen permeation through a wall and its diffusion in 
atmosphere, is significantly below 100% (of the order 0.01%). First type of boundary 
conditions (prescribed inflow velocity and 100% hydrogen fraction at inflow) is not well 
suited for simulation of hydrogen diffusion, accumulation and distribution resulting from 
hydrogen permeation, and alternative modelling approach is required. The volumetric source 
term model, described in Section 1.2.4, may be utilised for this purpose.  

Example of such application is given in (Saffers et al. 2011). The problem formulation 
included a typical compressed hydrogen tank installed with 0.5 m clearance in a garage like 
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enclosure. The tank was 0.672 m long and 0.505 m in diameter with hemispherical volumes at 
each end with diameter of 0.505 m; surface area of the tank was equal 1.87 m2, volume of 
tank was about 0.2 m3. The garage enclosure sizes were L×W×H=5×3×2.2 m, total volume 
was equal 33 m3. The ambient temperature was equal 298 K. Two scenarios were simulated 
with different permeation rates: 1 NmL/hr/L (normal mille-litres per hour per litre of tank 
volume) and 8 NmL/hr/L. To comply with incompressible problem formulation two small 
openings were maintained in the enclosure floor, where outflow boundary condition was 
specified. The purpose of the simulations performed in (Saffers et al. 2011) was to investigate 
if the hydrogen distribution, resulting from permeation, is capable to form a non-uniform and 
combustible layered mixture with air.  

The applied CFD model was based on solution of incompressible three-dimensional Navier-
Stokes equations, laminar flow, energy and species (hydrogen) transport equations. Hydrogen 
appearing on the tank surface due to permeation was modelled using volumetric source in a 
thin layer of control volumes of 1 mm thickness around the tank. Values of the source terms 
themselves were calculated as follows: 

- with the permeation rate of 1 NmL/hr/L and 45 NmL/hr/L for a tank with volume 200 L a 
volume of permeated hydrogen is 5.6⋅10-8  m3/s and 2.5⋅10-6 m3/s respectively, which 
corresponds to mass flow rates =2Hm 4.5⋅10-9 kg/s and =2Hm 2.0⋅10-7 kg/s; 

- region of calculation domain designated for source term had 1 mm thickness around the 
tank, with the tank having surface area =tA 1.87 m2, which makes this region volume  

=rV 1.87⋅10-3 m3;  

- then, value of source terms in mass and hydrogen conservation equations were calculated 
as rHH VmS 22 =  and were equal to 2.43⋅10-6 kg/s/m3 and 1.09⋅10-4 kg/s/m3 for each 
permeation rate respectively. 

The hydrogen permeation process was simulated for 133 min (8000 s). Time step was kept 
equal to 0.05 s during the whole simulation to maintain high numerical precision. The latter 
was controlled monitoring overall hydrogen mass balance, which relative error was below 
0.1%. Simulation results obtained in (Saffers et al. 2011) demonstrated that permeation 
process, over long period of time, will result in formation of a nearly uniform hydrogen-air 
mixture in a garage. Difference of hydrogen concentrations between the garage ceiling and 
floor was practically constant during whole simulation period and negligible in practical 
sense: 2⋅10-3% by vol. for the permeation rate 1 NmL/hr/L and 5⋅10-2% by vol. for rate 
45 NmL/hr/L, see Figure 1.32. Maximum hydrogen concentration, reached after 133 minutes, 
was equal to 6.24⋅10-3% by vol. for the lower permeation rate and 1.82⋅10-1% by vol. for the 
lager one. 
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Figure 1.32: Hydrogen concentration profile across the garage height with time: (a) permeation rate 

1 NmL/hr/L; (b) permeation rate 45 NmL/hr/L (Saffers et. 2011). 

1.2.8 Fast filling of hydrogen storage tanks (JRC) 
The deployment of hydrogen powered vehicles requires the definition of the filling protocols 
to be used at refuelling stations during the refilling of hydrogen tanks. As it described in 
Melideo et al. (2014), drivers are used to re-fill the vehicle tank in a few minutes with 
conventional fuels and they have similar expectations towards new technologies like 
hydrogen powered vehicles. The requirement of a reasonable short filling time produces a 
new challenge since the increase of temperature due to the quick compression inside the 
vessel, (e.g. from low pressure up to 700 bar) could be detrimental for the mechanical 
properties of the tank material. Because of safety reason, the maximum allowed temperature 
inside tanks is set to 85 C (358 K) by the majority of the international standards and 
regulations (e.g. the European regulation (2010), the SAE (2013, 2014), the global technical 
regulation (2013), and the international standard ISO 15869 (2009)).  

Moreover, the higher the temperature is, the lower the gas density is and the smaller the 
amount of gas that can be filled inside the cylinder is. Higher temperatures cause the decrease 
of the state of charge (SoC) of the tank and therefore the decrease of the distance that a 
vehicle can travel with one filling. The state of charge is defined as the ratio between the 
density at the end of the filling process and the density at 70 MPa and 15 ○C or at 87.5 MPa 
and 85 ○C (40.2 kg/m3). The technological solution envisaged to tackle the fast filling issues 
is to pre-cool the gas before injecting it into the tank. However the addition of the heat 
exchanger to the refuelling installation causes a significant increase in the initial cost of the 
station and in the running costs in terms of energy consumption. 

Several research teams performed CFD validation studies e.g. (Dicken and Merida, 2007) 
(Kim et al., 2010) (Zhao et al., 2010) (Heitsch et al., 2011) (Takagi et al., 2011) (Galassi et 
al., 2011) (Suryan et al., 2012) (Zhao et al., 2012) (Suryan et al., 2013) (Melideo et al., 2014). 
By comparing the simulation results with the experimental measurements they demonstrated 
that the current CFD models are capable of capturing the temperature histories inside the tank 
with a sufficient level of accuracy. In all the above CFD papers, the size of the tank is limited 
to 100-150 L and the ratio length to diameter of the vessels is limited to about 3.5. For those 
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tanks CFD can be instrumental in identifying the most suitable filling protocols for the 
regulations codes and standards.  

For larger tanks stronger inhomogeineties and gradients are produced in the temperature field 
inside the tank as shown by experiments and therefore describing the fast filling of larger 
cylinders can be more challenging for the CFD models. Only future validation exercises with 
larger and longer tanks will show whether CFD can achieve the same level of accuracy that 
was demonstrated for the smaller vessels. 

An example of the comparison between experiments and simulations is shown in Figure 1.33 
(Galassi et al., 2014). In (Galassi et al., 2014), the compressible Navier-Stokes equations were 
solved and the turbulence closure was achieved by means of a modified k-ε model (Ouellette 
et al., 2000) which corrects jets  spreading rate over-prediction typical of the standard k-ε 
model (Pope, 1978 ) (Magi at al., 2001).  The conjugate heat transfer (CHT) capability in the 
model allowed the calculation of the thermal conduction through solid materials coupled with 
the calculation of temperature in the working fluid. The Redliche-Kwong (Redliche et al., 
1949) equation of state was applied to include the real-gas behaviour at high pressure. The 
gravitational source term was included into the momentum equation and within the turbulent 
kinetic energy and dissipation equations, in order to consider buoyancy effects. The same 
modelling strategy was successfully applied in (Melideo et al., 2014). 

In (Suryan et al., 2013) a comparative study of four turbulence models was carried out: the 
standard k-ε model, the Realizable k-ε model, the RNG k-ε model, and the SST k-ω model.  

The simulations results were compared with the experimental data of (Dicken et Merida, 
2007) and the realizable k-ε model and the Reynolds Stress Model were identified as the most 
accurate turbulence models for the simulation of hydrogen gas fast filling process. It was 
shown that the Reynolds-stress model is capable of capturing some flow details that cannot be 
modelled by the eddy viscosity models. Nevertheless the authors state that the marginal 
improvements on the mean variables with the Reynolds-stress model compared to the 
realizable k-ε model does not justify the preference of the Reynolds-stress model over the 
realizable k-ε model because of the longer computing time that is required with the Reynolds-
stress model, especially for fully 3D simulations. 
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Figure 1.33: Top: tank geometry and position of the sensors. Bottom: comparison between 
simulation results (black) and experimental data (red) for the temperature history during the 

filling of a tank (Galassi et al., 2014).  
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2. Physical and Mathematical Models of Ignition (UU) 
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2.1 Hydrogen safety engineering relevant problems and ignition 
mechanisms (HSL) 

2.1.1 Ignition Mechanisms (HSL) 
There are a number of different potential ignition sources. (BS EN 1127-1:2011) gives a list 
of potential ignition sources to consider: 

Hot surfaces, flames and hot gases (including hot particles), mechanically generated sparks, 
electrical apparatus, stray electric currents, cathodic corrosion protection, static electricity, 
lightning, radio frequency (RF) electromagnetic waves from 104 Hz to 3·1011 Hz, 
electromagnetic waves from 3·1011 Hz to 3·1015 Hz, ionizing radiation, ultrasonic, adiabatic 
compression and shock waves, exothermic reactions, including self-ignition of dusts. 

A review was carried out by (Astbury & Hawksworth, 2005) into the so-called “spontaneous 
ignition” of hydrogen releases into air, ruling out a number of mechanisms for spontaneous 
ignition at ambient temperatures while identifying others for further research, particularly the 
potential for what is often termed diffusion ignition, and also corona discharges. A significant 
amount of work has been done since that review paper and much of it is summarized in this 
report. 

Potential ignition mechanisms for hydrogen are discussed below. 

2.1.2 Hot surfaces (HSL) 

2.1.2.1 Auto-ignition and pressure dependence in enclosed volumes 
Vapour can auto-ignite if the temperature exceeds the so-called Auto Ignition Temperature 
(AIT). This temperature is not a well-defined quantity. The temperature varies depending on 
the method used to measure it. One possible scenario is when the gas is in contact with a hot 
surface whose temperature is above the auto-ignition temperature of the gas. However, the 
duration of the time the gas is in contact with the surface is also of importance. 

Generally auto-ignition results from the exothermic chain branching character of the 
oxidation reactions that at certain conditions self-accelerate to reach high conversion and heat 
release rates. Auto-ignition limits can be established by testing experimentally, or 
theoretically, a homogeneous mixture of volume V filling a vessel whose walls have a 
temperature Tw. Once the heat release rate in the volume due to reactions exceeds the heat lost 
to the walls or if the reaction rates in the vessel exceed the reaction quenching (termination) 
rates by the walls or in the gas a thermal or branched chain (isothermal) auto-ignition occurs. 
As all combustion reactions are exothermic, chain auto-ignitions cause also self-heating and 
are accelerated by both factors. Obviously auto-ignition limits are not only a feature of the 
mixture composition and parameters (pressure, temperature) but also of the vessel size, wall 
properties and internal flow conditions. 
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Figure 2.1 Explosion limits of a stoichiometric H2-O2 mixture in a spherical HCl coated 
vessel of 7.4 cm diameter. 

This is illustrated in Figure 2.1 which shows the auto-ignition limits often called also 
explosion limits for a stoichiometric mixture of hydrogen and oxygen (Lewis and von 
Elbe, 1987) providing the important parameters of the test vessel. Note that the logarithmic 
scale of pressure and linear scale of temperature show that pressure effects on reaction rates 
are weaker than temperature effects as one would expect by the consideration of Arrhenius 
chemistry. 

The first and second limits, although interesting from the fundamental point of view, 
correspond to very low pressure (up to about 0.3 bar, 30 kPa) and are thus of little practical 
interest. The third limit follows the trend that one would expect from simple density 
considerations. As the pressure increases, the initial densities of the reactants increase and a 
lower temperature is necessary for the reactions to reach a critical reaction rate for explosion. 
For safety considerations explosions in large volumes where wall effects can be neglected at 
atmospheric conditions and the most violently reacting, i.e. stoichiometric mixtures, are 
considered. Thus, in typical safety manuals a temperature of 585 °C is given as the auto-
ignition temperature for hydrogen air systems. 

The initial reaction rate in auto-ignition is very small thus a certain time must pass before the 
reaction has reached a defined rate. This time interval is called ignition delay. Ignition delays 
are particularly important for operation of engines as they provide the engine speed limits 
where operation is possible due to auto-ignition (compression ignition engines) or where auto-
ignition can be avoided when detrimental (knock in spark ignition engines). 
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Figure 2.2 Measured and calculated ignition delay times in a H2-air mixture. 

Most accurate ignition delay measurements can be performed in shock tubes in wall reflected 
shocks where the heating of the mixture is practically instantaneous. A research issue is then 
prediction of the ignition delays using available kinetic data. The state of the art in this field is 
far from satisfactory as illustrated in Figure 2.2, after Wang et al., (2003), where a comparison 
of measured and calculated ignition delay times using different chemical reaction mechanisms 
is provided. 

In the low temperature range the measured ignition delay times are much shorter (even by 
orders of magnitude) than the theoretically predicted ones. Partially this is because in shock 
wave ignition mild and strong ignition regimes are possible. For the case of mild ignition 
multiple and random ignition kernels appear in the mixture. In the case of strong ignition 
typically reproducible direct transitions to detonation occur. Mild ignition is extremely 
sensitive to homogeneity of the mixture, impurities, and wall properties of the shock tube and 
particularly to presence of even minute obstacles causing shock reflections, shock focusing 
and thus generating local hot spots. Thus, this form of ignition is very difficult to control 
particularly in natural conditions. If the volume of the mixture is large enough deflagration to 
detonation transition will eventually occur even after mild ignition causing convergence of 
effects of both types of ignition in accidental explosions. 

2.1.2.2 Ignition by hot surfaces that do not enclose the hydrogen / air mixtures 
Ignition by a hot surface which does not fully enclose the hydrogen / air mixture occurs as a 
result of local heating of the fuel-oxidant mixture to the point where a sufficiently large 
volume reaches the auto-ignition temperature and the combustion reaction is initiated. For this 
to occur the surface generally needs to be at a temperature well above the auto-ignition 
temperature (Powell, 1984). However, the actual temperature depends on a number of factors 
in addition to the usual considerations of mixture concentration, ambient temperature, etc. 
These additional factors determine the hot surface ignition behaviour of flammable 
gases which include the size and shape of the hot surface, the degree of confinement around 



 
  108/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

the surface, the strength of the convection currents across the surface  (Laurendeau, 1982) and 
the material of the surface (Lewis & Elbe, 1987, page 380). 

For a particular hot surface, ignition is characterized by an ignition delay which, under ideal 
circumstances, multiplied by the power for ignition gives a linear relationship between the 
product (energy) and ignition delay (Lewis & Elbe, 1987 page 365) (Carleton et al., 2000). 

The temperatures required to cause ignition of mixtures of hydrogen with air and oxygen (see 
review in (Buckel & Chandra, 1996); (Carleton et al., 2000); (Hawksworth et al., 2005) range 
from 640 °C to 930 °C, the spread of temperatures being explained by the size and geometry 
effects. While the temperatures quoted are above the auto ignition temperature, the increase is 
much less for hydrogen than for hydrocarbon-fuel air mixtures, as illustrated by the IIA curve 
in Figure 2.3. In terms of simple modelling of hot surface ignition, Laurendeau (1982) 
presents a simple model in terms of a one-step reaction chemical kinetics model. 

 
Figure 2.3 Dependence of hot surface ignition temperature as a function of characteristic 

surface dimension (hydrogen is represented by the curve for Group IIC gases). 

Interestingly, the most easily ignited mixture of hydrogen with air lies lean of stoichiometric 
(Calcote et al., 1952) while work using very small hot surfaces (Carleton et al., 2000; 
Hawksworth et al., 2004) suggests that mixtures containing as low as 10 to 15% hydrogen are 
the most easily ignited. For hydrogen-oxygen mixtures, the work of Buckle and Chandra 
(1996) indicates a fairly flat H2 concentration dependence (slight positive slope with 
increasing hydrogen concentration) between roughly 20 and 90% hydrogen in oxygen. 

Catalytic surfaces (that is to say platinum) have a dramatic effect on the ignition temperature 
required (Cho & Law, 1986), ignitions reported at temperatures as low 70 °C. 



 
  109/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

It is entirely possible that either a hot particle or burning droplet could ignite a flammable gas 
cloud, although the presence of the hot particle alone is not sufficient to cause ignition; there 
are a number of conditions that will have to be met. The particles / droplets must pass through 
a region where a fuel-air mixture is present, the fuel concentration in that region must also be 
in the flammable range, and finally the residence time of the particle in the flammable gas 
cloud must be long enough so that ignition can occur. The temperature of a hot particle may 
be reduced as the particle falls through the air due to convective and radiative heat losses, 
unless it is itself combusting (e.g. smouldering). The criteria for igniting a flammable gas 
cloud are the same for burning droplets as for hot particles, although burning droplets may 
consume all their fuel during the time it takes for the droplet to fall, and hence ignition would 
not be possible. 

Open flames, often associated with hot working such as welding, will in any circumstance 
ignite a flammable fuel-air mixture. 

2.1.3 Mechanical sparks / frictional ignition (HSL) 
There are a number of key properties of burning metal particles or sparks that are relevant to 
their ability to cause ignition of a flammable atmospheres. These include: size, material, 
velocity, temperature, number, combustion rate and time. There is a metal-to-metal contact 
pressure and relative velocity threshold for spark production during impact, rubbing or 
grinding. Above the threshold metal particles are lost from the weaker of the two materials. 
Generally, particles are only produced when the relative velocity between the two surfaces 
exceeds 1 m s-1 (Bernend & Ritter, 2000). 

Brearley & Tolson (1995) measured power levels and contact loads required to ignite 
flammable gas mixtures by a 25 mm cube of stainless steel frictionally heated through 
rubbing against a stainless steel wheel at circumferential velocities of 5 and 20 m s-1. In these 
tests a contact load of 750 N was required to ignite hydrogen. This equates to a dissipated 
power of approximately 2 kW and a power density of approximately 0.5 W mm-2. No 
temperature recordings were made in the tests. It was noted that in most cases the ignition was 
caused by the hot spot close to the point of contact. 

In Powell’s review (Powell, 1986) he summarises data from various experiments breaking 
them into two categories with rubbing speeds above and below 10 m s-1. Table 2.1 includes 
results for Group IIC gases (for example hydrogen). 

The frictional ignition of gases was investigated as part of the EU Mech-Ex project and 
approaches to assessing the problem were discussed (Hawksworth et al., 2004).  It was found 
that the temperature of the hot surface required for the ignition of simple hydrocarbons was 
higher than the measured AIT of the gas, whereas this was not the case for hydrogen.  At low 
rubbing speeds, hydrogen was ignited at a temperature close to the auto-ignition temperature. 
The conditions were: power 0.7 kW and rubbing speed 0.7 m s-1 which caused ignition at 530 
°C. Ignition occurred from the hot surface with few sparks produced from the low speed 
conditions. 

Table 2.1 Summary of rubbing tests (Powell, 1986). 

Group I or N Rubbing < 10 m s-1 Rubbing  > 10 m s-1 
Group I  

Methane, 
etc. 

 

I • Sandstone on sandstone 
(500-750 W) 

• Rusty steel and light 
metals and alloys 

• Steel on buffing disk (460 W) 
• Mild steel on mild steel 

• Thermosetting plastics on materials 
with melting point > 723 K (22 m 
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• Tungsten carbide tipped 
machine picks on 

sandstone 
• Mild steel on mild steel 

(> 3700 W) – 1 % P cast 
irons on mild steel 

s-1) 
• Sandstone, Al bronze 197, mild 

steel on Al bronze disk 
• AB197, AB2 on mild steel disk 

• CMA2, mild steel on CMA2 disk 
• Brass on light alloy Si (90 m s-1) – 

1 % P cast irons on mild steel 
N • 0.5 % Cr cast iron on 

mild steel 
• 3 % P cast iron on mild 

steel 
• Brass on sandstone 

• Mild steel on buffing disk (460 W) 
• Drill steel on grindstone (1000 W) 

• CMA2, mild steel on mild steel 
disk disk (46 m s-1) 

• 70/30 brass on mild steel disk (90 
m s-1) 

Group IIA 
Propane, 

etc. 

I  • Grinding steels – from hot surfaces, 
not sparks 

• Ti, Mg steels on runway materials 
• Ti alloy, stainless steel on anodised 

Al disk 
N • 0.5 % Chromium cast 

iron on mild steel 
• Al alloy on runway materials (18 m 

s-1) 

Group IIB  
Ethylene, 

etc. 
 

I • Steel on steel (400 W) • Steels on grindstone 
• Rusty steel on copper disk (75 m s-

1) 
• AB197, AB2, CMA2 on mild steel 

(46 m s-1) 
• 70/30 brass, Copper on mild steel 

disk (90 m s-1) 
• 0.5 % Chromium cast iron on mild 

steel 

N  • 60/40 brasses on mild steel disk (90 
m s-1) 

• Light alloy on light alloy (140 m s-

1) 
• Non-metallic composite brake 

material on mild steel 

Group IIC  
Hydrogen, 

etc. 

I  • Stainless steel on Al alloy and GRP 
disks 

• Al on GRP disk 
• CuBe, Ni alloy, phosphorous 

bronze on steel wheel 
• Cooper on rusty steel wheel 

(90 m s-1) 
• Steel on copper wheel 

• Bronzes, CuBe, copper alloys on 
grindstone if long enough 

N  • Sparks from high alloy and 
chromium steels on grindstone 
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• CuBe and cu alloy sparks from 
grindstone 

• Carborundum on Al alloy and GRP 
disks 

• Al on Al disk (90 m s-1) 
• AlZn and their alloys on grindstone 

2.1.4 Impact (HSL) 
In his paper, Powell (1984) states how little energy is needed to ignite flammable gases and 
vapours with impact of light metals and their alloys, producing burning particles with 
temperatures in excess of 2000 °C from light impacts (<1 J) with material such as Cerium, 
Titanium, Zirconium, Hafnium and their alloys. Impacts on smears of aluminium or 
magnesium on rusty steel are also equally incentive. There is therefore a high probability of 
igniting hydrogen under these conditions. 

Powell reports on ignitions caused by impacts between very hard steels with a Vickers 
Pyramid Number (VPN) greater than 550 (Powell, 1986). Energies of 250 to 1000 J are 
required to ignite methane-air, with slightly lower energies igniting IIA vapours. For steel 
with VPN of approximately 550, an energy of 180 J was sufficient to cause ignition. Ignition 
of hydrogen-air mixtures from impacts involving very hard steels are therefore very likely. 

Thermite sparks can be highly energetic. The energy is released in a highly exothermic 
reaction. A typical case could be a tool made of aluminium being dropped onto a rusty steel 
plate, such as a walkway on an offshore installation (BOMEL, 2002). Studies have shown that 
the energy in a thermite spark arising from impacts involving tools such as a hammer may be 
sufficient to ignite flammable dust clouds and so would be more than capable of igniting 
hydrogen / air mixtures (Gibson et al., 1968). More recent work by (Averill et al., 2014) 
reports that the incendivity of a thermite spark depends more on the sliding velocity of the 
surfaces and the normal force of impact rather than the overall kinetic energy of the impact. 

2.1.5 Electrical ignition sources (HSL) 
Electrical ignition sources result from either electrical discharges or hot surfaces (see section 
2.1.2). Electrical equipment typically operates at relatively low voltages (few hundred volts) 
compared to the high voltages associated with electrostatic phenomena (see section 2.1.6).  

Electrical discharges and the mechanism for ignition are discussed in general terms below. 

2.1.5.1 Electrical discharges 
Electrical sparks are defined as discontinuous electrical discharges across a gap, in an 
otherwise complete electric circuit, between at least two electrodes occurring when the 
voltage exceeds the breakdown voltage. The characteristics of the discharge depend very 
much on the discharge circuit involving capacitors, resistors and inductors. In many technical 
applications, especially in spark ignition engines, optimized, standard ignition systems are 
used. Typically the systems are based on a capacitor to store the energy supplied by a high 
voltage generator, complemented by a circuit of low induction and resistance containing an 
electronic device triggering the spark for control and synchronization purposes. In Figure 2.4 
a schematic diagram of the voltage and current of ignition spark as a function of time is 
presented after (Maly & Vogel, 1979). 
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Figure 2.4 Schematic diagrams of voltage and current of technical ignition systems as 

functions of discharge time. Typical values are given in parentheses, circuit parameters 
responsible for a discharge mode are indicated in brackets. 

As it can be seen a typical electrical spark of a commercial ignition system can be divided in 
three phases. First a breakdown phase is initiated which creates in the gas a small diameter 
(≈10µm) conducting plasma channel between the two electrodes. The phase is very short (1-
10 ns) and characterized by high voltages (≈10 kV) and currents (≈200 A). Temperatures in 
the plasma channel reach up to 60 000 K, the molecules are fully dissociated and ionized 
causing the pressure to jump to 200 bar creating an intense shock wave and expansion of the 
discharge zone. The high conductivity of the plasma reduces the voltage provided by the 
circuit and the arc phase is initiated. The arc voltage is low (<100 V) although the current may 
be as high as the electrical circuit permits (up to several kA). The maximum temperature in 
the discharge zone drops to about 6000 K and ionization falls to a 1% level. The arc expands 
mainly due to conduction and diffusion producing bell shaped temperature and ionization 
profiles. Heat losses create appreciable cathode and anode voltage falls and the glow phase 
begins during which currents drop to a 200 mA level, the gas temperature is less than 3000 K 
and ionization less than 0.01 %. The conversion efficiency of electrical to thermal energy of 
the gas decreases from the breakdown to the glow phase mostly due to the heat losses to the 
electrodes. To initiate a flame shortly after breakdown the chemical reaction must produce 
enough energy to overcome heat losses and the ignition kernel has to grow beyond a critical 
size for the flame to develop, typically two times larger than the laminar flame thickness. 
Obviously the electrodes, their separation, shapes and material play an important role in this 
process. 
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Figure 2.5 Temporal evolution of a flame kernel visible as a relative OH concentration 

profiles recorded by PLIF for an ignitable and below the ignition limit mixture of  
hydrogen and air. Spark duration was 100 µs. 

Spark ignition constitutes a very complex interplay between plasma kinetics, chemical 
kinetics, molecular transport processes and fluid dynamics. Experimental investigations of 
spark kernels and their transition to flame kernels are rendered difficult because of very short 
process times, extremely high core temperatures and large gradients in the refractive index. In 
general, only flame propagation subsequent to spark ignition can be studied by laser 
diagnostic methods. Therefore, internal structures of the plasma core remain mostly unknown. 
A complete mathematical simulation of a spark ignition is also a difficult task because of the 
enormous numerical problems; due to the stiffness and high dimensionality of the problem 
(each chemical species introduces an additional conservation equation). Recently Thiele et al. 
(2002) have conducted detailed two dimensional numerical modelling of spark ignition of 
hydrogen-air mixtures. Their model considered heat conduction from the gas phase to the 
electrodes, detailed chemistry and molecular transport as well as the coupling of the gas 
dynamics to the properties of the electrical discharge through heating by the electrical current. 
They also performed spark ignition experiments using a highly reproducible ignition system. 
Shapes of early flame kernels were monitored by 2-D laser-induced fluorescence PLIF 
imaging of OH radicals produced during the ignition and the combustion process, see Figure 
2.5. In addition, for a central position within the flame kernel, temperatures were measured 
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using coherent anti-Stokes Raman spectroscopy (CARS). Results from experiments and 
simulations suggest the birth of a self-sustaining flame propagation for process times between 
50-70 ms after arc breakdown. 

2.1.5.2Electrical equipment 
Electrical discharges in electrical equipment may arise as a result of brushes within a motor, 
the operation of switches or thermostats, or faults. There are three main types of electrical 
discharge that are of concern in relation to ignition hazards; spark, arc and glow discharges. 
The characteristics of these are described in section 2.1.5.1. In electrical equipment the 
discharge is often initiated by the breaking of contacts, causing high temperatures at the point 
of the break which results in plasma formation and the initiation of the discharge. This may 
take the form of a short duration spark, or may develop into an arc discharge. 

An electric circuit may contain capacitors, resistors and inductance all of which influence the 
ignition potential of a discharge from the circuit. 

In order to avoid arcing in a purely resistive circuit, the current or voltage need to be 
restricted, depending upon the flammable gas type as shown in Figure 2.6. 

   
Figure 2.6 Current / voltage limits for resistive circuits (for indication, based on data in BS 

EN 60079-11:2012). 

For circuits containing inductance, the maximum current in the circuit need to be restricted, 
depending on the gas type, as shown in Figure 2.7. 
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Figure 2.7 Current limits for inductive circuits (for indication, based on data in BS EN 60079-

11:2012). 

2.1.6 Electrostatic discharges (HSL) 
Electrostatic discharges are generally associated with relatively high voltages, typically 
> 1 kV, compared to those associated with typical electrical equipment. They can occur from 
charged surfaces (both electrically conducting and insulating), including liquids, or indeed 
from charged clouds of particles or droplets (e.g. lightning). Lightning is of course a very 
powerful ignition source and will not be discussed further here.   
The ignition hazards posed by static electricity require specific precautions to be taken. The 
IEC international guidance document on electrostatic hazards, PD (IEC/TS 60079-32-1:2013) 
does not specifically refer to hydrogen but does refer to the flammable gas Group IIC, to 
which hydrogen belongs, and the ignition hazards associated with static electricity. 
The three main types of electrostatic discharges that are of concern in the ignition of hydrogen 
are capacitive sparks from conducting items, brush discharges from insulating surfaces and 
corona discharges. 

2.1.6.1Capacitive spark 
The energy in a purely capacitive discharge is approximately equal to that stored on the 
capacitor, i.e. 

𝐸𝐸 =  
1
2
𝐶𝐶𝑉𝑉2 (2.1) 

where E is the energy stored on the capacitor (J), C is the capacitance of object (F) and V is 
the voltage of object (V). 
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The minimum spark ignition energy for hydrogen in air has been reported as 0.016 mJ at 28% 
v/v (Britton 1992). This would equate to a voltage of less than 2 kV for a human with a 
typical capacitance of 100 pF. Such voltages could readily be obtained by a person and the 
discharge itself would be barely noticeable.  
The spark energy required for the ignition of hydrogen / air mixtures that are richer or leaner 
than 28 % v/v are higher as shown in Figure 2.8 (Drell and Bell, 1957), which also shows the 
effect of pressure on the ignition energy. 

 
Figure 2.8 Spark ignition energy of hydrogen / air mixtures. 

2.1.6.2Brush discharge from insulating materials 
These are typified by a discharge between a charged insulator and a conducting earthed point. 
They are characterised by many separate plasma channels, combining at the conductor, and 
are typical of those from insulating plastics. As the charged surface is a non-conductor, a 
capacitance and hence energy cannot be determined. However, the ignition properties can be 
compared to those of a spark discharge between two conductors. The comparison has been 
discussed by Gibson & Harper (1988), who proposed the term incendivity to compare the 
quantity of charge transferred with its capability to ignite a flammable mixture with a given 
minimum ignition energy. Typical equivalent energies were found to be about 4 mJ for brush 
discharges from flat polyethylene sheets (Glor, 1996) and (Ackroyd & Newton, 2003). 

Further work (von Pidoll et al., 2004) gives specific guidance on the maximum tolerable 
charge transfer to ensure freedom from ignition. However, he has correlated the charge 
transferred with minimum ignition energy and the gas groups defined by the International 
Electrotechnical Commission in their standard, but does not take account of the temporal and 
spatial characteristics of the discharge.  
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PD (IEC/TS 60079-32-1:2013) presents the maximum tolerable charge transfer values in the 
presence of the IEC gas groups (IIC gases include hydrogen). The maximum tolerable charge 
transfer for IIC gas / air mixtures is given as “no measureable discharge” for areas where an 
almost permanent flammable atmosphere is present (Zone 0) and 10 nC where a flammable 
atmosphere is less likely to form (Zones 1 and 2). This reflects the fact that a very small 
quantity of charge is required to ignite the IIC gases, and hence hydrogen is extremely prone 
to ignition from electrostatic discharges from insulating or non-conductive materials. 

Restricting the maximum area of an insulating surface limits the maximum charge that can be 
transferred in the form of a brush discharge. PD (IEC/TS 60079-32-1:2013) also presents the 
maximum areas of insulating materials that are acceptable in the presence of the IEC gas 
groups. The restriction on the size of chargeable surfaces depends on the ignitability of the 
gases and vapours and the classification of the hazardous area: 

• For sheet materials the area is defined by the exposed (chargeable) area; 
• For curved objects the area is the projection of the object giving the maximum area; 
• For long narrow materials, such as cable sheaths or pipes, the maximum size is defined by 

the transverse dimension. 

Table 2.2 shows the chargeable surface area restrictions and the restrictions on width for 
narrow materials for IIC gases: 

Table 2.2 Restriction on chargeable surface area and width depending on zones for IIC gases. 

Zone Maximum area, [mm2] Maximum width, [mm] 
0 400 1 
1 2000 20 
2 No limit No limit 

 

There have been several instances in the past where accidental hydrogen releases have ignited 
spontaneously. Whilst these have been investigated, no satisfactory explanation has been 
produced, but there have been suggestions that some form of electrostatic charging has been 
present, resulting in an ignition. In view of the very low ignition energy of hydrogen, such 
ignitions are a distinct possibility.  

Whilst electrostatics can be due to an obvious charging mechanism, such as the discharge 
from a sheet of insulating plastic as described above, ignition of hydrogen from electrostatics 
generated from or by the hydrogen itself is a far more difficult mechanism to define. 
Generally, there is no particular propensity for pure gases to become electrostatically charged, 
as described by (CENELEC, 2003). As reported by Astbury & Hawksworth (2005), work at 
the U.K. Health and Safety Laboratory on releasing high pressure (15 MN m-2) hydrogen 
through various nozzles from 0.5 to 12 mm in diameter did not result in any spontaneous 
ignition at all. This would suggest that straightforward pure hydrogen does not in itself ignite. 
However, there have been reports, particularly one by the periodical Engineering (Anon, 
1922) reporting work undertaken by Nusselt in Germany, after a spontaneous ignition of 
hydrogen. While electrostatic ignition was considered, much of this work centred on the 
possibility of a catalytic effect from fine rust that was present. 
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2.1.6.3Corona discharges  
Corona discharges are not discrete spark discharges, like capacitive or brush discharges, but 
are a quasi-constant current emitted from a pointed object that is at a different potential to its 
surroundings.  The corona current is initiated when the potential is high enough to cause the 
local electric field to exceed a threshold value which depends upon curvature of the point.  
The potential required for the onset of a corona discharge is given by (Cross, 1987)  

𝑉𝑉𝑉𝑉 = 18√𝑟𝑟, (2.2) 

where Vc is the threshold potential (kV) and  R is the radius of curvature of the point (cm). 

The magnitude of the current thereafter has been found experimentally (Cross 1987, Hooker 
et al 2011) to be related to the applied potential in an equation of the form  

𝐼𝐼 = 𝐾𝐾𝐾𝐾(𝑉𝑉 − 𝑉𝑉𝑐𝑐), (2.3) 

where Vc is the threshold potential (V) V is the applied potential (V) and K is a constant 
(specific for the system, including the geometry and gas). 

Unlike most hydrocarbon fuels, there is evidence that hydrogen may be ignited by corona 
discharges. There has been anecdotal evidence of corona discharges igniting hydrogen, such 
as in Engineering 1922 (Anon, 1922) which reports that when hydrogen was released in the 
dark through a nozzle fitted with a funnel and a wire probe, corona discharges were seen, and 
on tapping the nozzle to disturb the rust, an ignition took place. However, there is not much 
published quantitative data on the subject. The maximum equivalent energy of corona 
discharges, in terms of incendivity, has been reported as being approximately 0.1 mJ (Britton, 
1999). It has been reported (Hooker et al., 2011) that hydrogen between 28% v/v and 32% v/v 
was to ignited by positive corona discharges at a current of +150 µA and a potential of 
+20 kV using a 0.38 mm wire point and plate electrode system with a 30 mm separation.  No 
ignition was observed with negative currents of up to–290 µA and potential of –28 kV. 
Experiments were carried out in which hydrogen at up to 200 bar was released into a pile of 
up to 160 g of iron oxide dust or plastic powder; no ignitions occurred, although electric fields 
were generated by the charged dust clouds. It was concluded that ignition of hydrogen 
releases by corona discharges appears to be unlikely for low level, well-earthed systems, 
although the electric  potential at the top of vent stacks may be sufficient to generate high 
corona currents, especially in conditions of high atmospheric elctric fields.  Coal gas, which 
contains hydrogen, has also been reported as having  ignited as a result of corona discharges 
between pointed metal electrodes which passed a current with a magnitude of approximately 
300 µA (Sloane, 1935). 
In a corona discharge the current will flow, and hence energy deposited, in a path that 
depends upon the geometry of the electrode system. Further work would be required to 
understand the influence of electrode geometry on the propensity to ignition. 

2.1.7 Radiofrequency electromagnetic waves up to 1011 Hz (HSL) 
Radiofrequency (RF) waves will induce electric currents and voltages in any conducting 
structure on which they impinge. The magnitude of the currents and voltages will depend 
upon the size and shape of the structure, and the wavelength and strength of the RF signal. 
Although a high RF potential may exist between two parts of a structure, RF discharges most 
easily occur if two parts of a structure initially in contact are drawn apart (i.e. a break-spark 
occurs), and discharges across a fixed gap are not considered to be a significant problem. 
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Guidance on avoiding the accidental ignition of flammable gases, including Group IIC gases 
(of which hydrogen is one) is given in PD CLC/TR 50427:2004, Assessment of inadvertent 
ignition of flammable atmospheres by radio-frequency radiation - Guide. 

2.1.8 Electromagnetic waves from 3 x 1011 Hz to 3 x 1015 Hz (HSL) 
Radiation in this spectral range can be a source of ignition, especially when focussed, through 
absorption by explosive atmospheres or solid particles. Lasers are able to transmit a high 
power density over large distances.  Hydrogen ignitions from lasers (optical sources) can be 
split into, explosion initiation by pulsed or continuous light sources and explosion initiation 
by optical irradiation of combustible materials within a flammable hydrogen atmosphere. The 
propensity for ignition of a flammable hydrogen atmosphere from laser ignition is further 
dependant on; laser wavelength, the material the light falls on (target material), hydrogen 
concentration, atmospheric pressure, the size of the irradiated area and the length of time the 
area is irradiated for (Carleton et al., 2000). 

Carleton et al. (2000) found that the minimum ignition power and temperature increased 
linearly with pressure and that hydrogen concentration had little effect on minimum ignition 
power. This work also found that hydrogen has a relatively high ignition power in spite of its 
low MIE. Previous testing of ignitions due to optics (McGeehin, 1994), found that fibre 
diameters below 62.5m did not cause a decrease in minimum ignition powers. Table 2.3 
shows selected scenarios from the work of Carleton et al. (2000), that produced the lowest 
minimum ignition energies. 

Table 2.3 Minimum ignition energies for various optical ignition scenarios 

Optical Ignition 
Scenario 

Ignition 
Criterion 

Irradiation 
Area 

Exposure 
Time 

Hydrogen 
Concentration, 
(%) 

Laser 
Wavelength, 
(nm) 

Fibre 
Diameter, 
(m) 

Minimum 
Ignition 
Crieterion 

Continuous wave 
irradiation 

Minimum 
power Small Tends to 

infinity 10 805 62.5 140 mW 

Pulsed irradiation Minimum 
energy Small Tends to 

zero 13 1064 400 3.3 mJ 

Pulsed irradiation Minimum 
energy 92 m2 70 s 21 1064 NA 88 J 

2.1.9 Ionizing radiation (HSL) 
Ionizing radiations may act as an ignition source as a result of energy absorption, especially in 
dust particles. Alternatively, the radioactive source itself may heat up by internal absorption 
of radiation energy. The hot surfaces may cause ignition if at a sufficiently high temperature 
above the AIT of the surrounding atmosphere. BS EN 1127-1:2011 gives advice on avoiding 
ignition by ionizing radiation. 

2.1.10 Ultrasonics (HSL) 
A large portion of the energy in ultrasonic sound waves is absorbed by solids or liquids, 
causing them to heat up. The hot surfaces may cause ignition if at a sufficiently high 
temperature above the AIT of the surrounding atmosphere. BS EN 1127-1:2011 give advice 
on avoiding ignition as a result of ultrasonic sound waves, such as avoiding waves with a 
frequency of more than 10 MHz, and limiting the power density to no more than 1 mW/mm2. 
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2.1.11 Spontaneous / diffusion ignition (HSL) 
There has been, for some time, anecdotal evidence of “spontaneous ignition” of hydrogen 
leaking from pressurised containers into the air. The first “scientific” investigations into the 
mechanism for shock wave induced ignition were published by Wolanski & Wojcicki (1973) 
who described the mechanism as “diffusion ignition”.  

A number of papers have been published describing this interesting case of shock wave 
induced ignition in which hydrogen ignites when gas kept at high pressure is rapidly released 
from a volume into air at atmospheric pressure, such as when a bursting disc ruptures. As the 
compressed hydrogen is released, a shock wave is generated ahead of the hydrogen jet. The 
air behind the shock wave is heated to temperatures greater than the autoignition temperature 
of hydrogen. Mass transfer occurs across the contact region resulting in a flammable mixture 
which will ignite if the required conditions are achieved. This mechanism of ignition is 
referred to by researchers both as diffusion ignition and spontaneous ignition. 

Experimental work in which spontaneous ignition was carried out in straight tubes has been 
reported, such as Golub et al. (2006) and Grune et al. (2011). The work by Golub et al. (2006) 
reported that the propensity for ignition was increased if either pressure or initial temperature 
were increased. Other experimental work has been reported in which pressurised hydrogen 
ignited as a result of being released into the air through pipework containing common “real-
world” pipeline fittings, such as Dryer et al. (2007) and Hooker et al. (2011). Dryer et al. 
(2007) reported that, for a downstream geometry consisting of a 2” long, 1/2” NPT union, a 
1/2” to 3/8” NPT reducer and a 3/8” NPT to 1/4” Swagelok reducer, there was a zero 
probability of ignition with burst pressures less than 20.4 atm, but certain ignition at 22.1 atm. 
When the length of the 1/2” connection was reduced to 1 1/2” in length a higher pressure was 
required for ignition, as was also the case when the diameter of the reduced fittings was 
increased. In the experiments reported by Hooker (2011), using nominally the same 
downstream geometry as Dryer, ignition occurred at as low as 36 bar with no ignition at 25 
bar. It was also reported that soft bursting discs (in this case aluminum) were less likely to 
result in ignitions.  No ignitions occurred when hydrogen was released directly from the 
storage (by opening a valve with no bursting disc or restrictive or reflective downstream 
geometries) at pressures up to 831 bar.  

The mechanism and modelling of diffusion ignition has been reported by a number of authors. 
A review of the physics of spontaneous ignition was published by Bragin & Molkov (2009).  
This paper highlighted the difficulties of drawing conclusions from experimental data alone, 
since apparently minor changes in the experimental arrangements (for example, surface 
roughness, bursting disc rupture behavior, etc.) may play a large role in determining the 
critical conditions required for ignition. While the “real-world” experiments are useful for 
guidance in hydrogen safety engineering the complexity of the geometries and the number of 
poorly controlled variables make such data difficult to use for validating predictive models. In 
the same paper by Bragin and Molkov, large-eddy simulation (LES) of the spontaneous 
ignition dynamics within a straight tube were found to be in good agreement with 
experimental results in terms of distance from the rupture disc to ignition , and also showed 
that ignition is initiated in the wall boundary layer.  

Numerical simulations reported by Wen et al. (2009) indicated that the rate of rupture of the 
pressure boundary is important in determining whether spontaneous ignitions occur in a 
straight pipe, with more rapid rupture being more likely to result in ignition.  This was also 
indicated in experimental work reported by Hooker et al. (2011) where a higher rate of 
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pressure rise in the piping downstream of the bursting disc was more likely to result in 
ignition. 

In further papers, Xu & Wen (2011, 2012, 2014), numerically investigated the effects of 
changing internal geometries downstream of the pressure boundary. Four types of geometry 
were considered; local contraction, local enlargement, abrupt contraction and abrupt 
enlargement. The work showed that the presence of internal geometry changes can 
significantly increase the propensity to spontaneous ignition, with reflected shock and shock 
interactions further increasing the temperature of the hydrogen – air mixture.  The geometry 
changes also enhance turbulent mixing of the shock heated air and the hydrogen resulting in a 
larger volume of flammable mixture. It was also reported that the presence of forward facing 
vertical planes (i.e. constrictions) appears to result in a greater propensity to ignition than 
backward facing planes (i.e. expansions) since the reflected shock from the side walls are 
relatively weak for backward facing planes. Such information would be useful in equipment 
design, such as pressure relief systems. 

Spontaneous ignition within a tube or other fitting may not always transition into a jet-fire at 
the tube exit. Experiments carried out by Grune et al. (2014) using a tube containing some 
transparent sections demonstrated that in some cases ignition was initiated within the tube but 
failed to develop into a jet fire at the nozzle exit. Bragin & Molkov (2009) assumed that the 
transition from initial ignition to a sustained jet flame is largely dependent on the initial jet 
formation stage where the developing vortex pushes the burning mixture into the recirculation 
zone. If the flame is stabilised near to the tube exit, it acts a pilot flame to ignite the emerging 
jet and establish the jet fire.  

2.1.12 Explosives (HSL) 
An explosive is a powerful ignition source and will readily ignite a flammable fuel/air mixture 
and even under the right conditions directly initiate a detonation in an unconfined mixture. No 
data has been found in the literature on the minimum amount of explosive required to ignite a 
fuel/air mixture, but there have been a number of experimental and theoretical studies to 
determine the minimum amount of explosive required to initiate an unconfined detonation by 
(Bull et al., 1978; Bull, 1979). 

As might be predicted from the general behaviour with other ignition sources the mass of 
explosive required to initiate an unconfined detonation in a hydrogen/air mixture is very much 
less than that required for less reactive fuel/air mixtures such as propane or methane. Table 
2.1.1 compares the minimum amount of tetryl required to initiate an unconfined detonation in 
the most detonable hydrogen/air mixture and other common fuel/air mixtures. For hydrogen 
and the other fuels listed in Table 2.4, apart from acetylene, the most detonable mixture lies 
within a stoichiometry range of between 1.1 and 1.3. For acetylene the value for the most 
detonable mixture is 2.05. For all fuels the minimum amount of explosive required increases 
rapidly as the mixture approaches the detonation limits. In the case of hydrogen it is predicted 
there is about a hundred-fold increase in the mass of tetryl required to initiate a detonation in 
near limit mixtures compared to the most detonable mixture (stoichiometry of about 1.1). 

Table 2.4 Minimum mass of tetryl required to initiate unconfined detonation 

Fuel Mass of Tetryl, [g] 
Hydrogen 0.8 
Methane 16,000 
Propane 37 
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Ethylene 5.2 
Acetylene 0.4 

 

2.1.13 Ignition of liquid hydrogen and solid oxygen mixtures (HSL) 
Liquid hydrogen has properties which set it apart from the other cryogenic fuel of liquefied 
natural gas, in that its atmospheric boiling point is much lower than that of air. Pipe-work and 
vessels at liquid hydrogen temperatures of about 20 K will condense air from the atmosphere. 
It will also be cold enough to condense and freeze water and carbon dioxide from the air, see 
Table 2.5. 

Work undertaken by Perlee et al. (1964) indicated that liquid hydrogen can condense and 
freeze oxygen. The resultant solid oxygen in an excess of liquid hydrogen can be detonated by 
impact. Using a rifle and with a muzzle velocity of 600 m s-1, detonation always occurred 
when the bullet impacted the mixture. Detonation was indicated by the use of thin metal strip 
gauges which deflected permanently when a detonation occurred. The results indicated that 
the explosive yield of liquid hydrogen-solid oxygen mixtures was greater than those for equal 
weights of trinitrotoluene (TNT). Various experiments were carried out in which there was a 
large excess of liquid hydrogen. The specific gravity of liquid hydrogen is typically about 
0.07, and that for the solid oxygen in the αstate is about 1.426. The sonic velocities in the 
hydrogen and solid oxygen phases are similar due to the two gases having nearly identical 
ratios of specific heat capacities. 

Table 2.5 Melting and boiling points of selected gases (Yarwood & Castle, 1961). 

Gas Melting point, [K] Boiling point, [K] 
Methane 14 20 
Helium 1 4 
Oxygen 54 90 
Nitrogen 63 77 

Carbon dioxide Sublimes 195 

 

Hall et al. (2014) investigated the dispersion of liquid hydrogen released from a simulated 
rupture of a 1” diameter transfer hose. For ground level releases solid / liquid, air / hydrogen 
deposits were often formed on the ground near to the release point as shown in Figure 2.9. In 
some of the tests the resulting hydrogen cloud was deliberately ignited resulting in the burn 
back of the cloud to the release point followed by a continuous steady fire. However, in one 
of reported tests, an explosion occurred after several seconds of steady burning. It is thought 
that the explosion was caused by the rapid combustion, potentially detonation, of the 
hydrogen / air deposit, possibly due to oxygen enrichment of the solidified air. It was 
estimated that the explosion involved of the order of hundreds of grams of hydrogen.  
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Figure 2.9 Formation of solid/liquid deposit of air and hydrogen. 

2.1.14 Ignition probabilities (HSL) 
There are a large number of releases of flammable material every year. However, not all 
releases will be ignited even if the quantity of released flammable gas is relatively large. The 
probability of a release igniting can be obtained from 

• Observations of ignition in experiments (which allows for some measure of control) 
• Analysis of incident data 

A number of experimental campaigns have addressed the ignition probability issue (Birch et 
al., 1981; Ahmed & Mastorakos, 2005; Swain et al., 2007; Gant et al., 2011; Schefer et al., 
2011). Ignition probability plays a crucial role in the Quantified Risk Assessment of a plant. 
Since risk is calculated as 

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 =  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑥𝑥 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (2.4) 

it is clear that an as accurate an estimate of the ignition probability as possible is required to 
arrive at a measure of a representative risk. We are here leaving aside the question of 
inaccuracies in the consequence modelling. 

In two studies, (Birch et al., 1979, 1981) investigated the ignition probability of natural gas 
releases using laser Raman spectroscopy. Some interesting findings were (Birch et al., 1979): 

• The fluctuation in the natural gas volume fraction was found to be around 30 %; 
• The ignition probability is considerably lower for lower temperatures, below about 25 % 

of that at T = 1000 K; 
• The probability density function of the mean concentration was Gaussian along the 

centreline of the jet flame; and 
• The probability density function of the mean concentration was highly non-Gaussian in 

the intermittent region off-axis. 
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In the follow up paper, (Birch et al., 1981) showed that the ignition probability was high, 
around 30%, even though the mean concentration of fuel was below the LFL near the edge of 
the jet. One graph, graph 2, showed that the flammable boundary (complete light-up of the 
jet) could extend out to a region where the mean concentration was approximately 10 % LFL. 

The results of experiments on sub-sonic releases of hydrocarbon / carbon dioxide mixtures 
(Gant et al., 2011) revealed that ignition was possible in regions where the flammable gas 
concentration was below the LFL and above the UFL. 

(Swain et al., 2007) reported that high pressure jets of hydrogen required a concentration of 
8% v/v for ignition to occur along the axis of the jet, which is considerably greater than the 
LFL of 4% v/v determined using a standard method. 

The work of (Schefer et al., 2011) somewhat confirmed the results of Swain in that a 
hydrogen concentration of 8 – 10% v/v was required for ignition along the axis of the jet.  
However, light-up of the jet was possible at as low as 0.5% v/v hydrogen radially out from the 
jet axis (i.e. almost 10% of the LFL of hydrogen).  

The results confirm that that in a turbulent flow it is not meaningful to consider just the mean 
concentration in order to define the flammability or probability of ignition (e.g. Birch et al., 
1981). 

This is relevance to the mathematical modeller since calculations using a Reynolds Averaged 
Navier-Stokes approach will yield only the mean concentration field, which is not sufficient 
to define the boundary of flammability or ignition probability. Birch et al. (1981) showed that 
intermittency or fluctuations were of utmost importance. From a modelling point of view, it 
would necessitate the use of a Large Eddy Simulation approach, possibly in conjunction with 
a RANS model in the near-wall region, which could provide more realistic fluctuation 
estimates and thus give some hope of capturing the behaviour described by (Birch et al., 1979, 
1981). 

The above considers the ignition probability where the ignition source is large enough to 
ignite a flammable atmosphere and, therefore, the ignition probability is a function only of the 
gas concentration. Where an ignition source is close to the minimum required for ignition (for 
example, spark ignition energy) the probability of ignition will be less than unity even in a 
quiescent, uniform mixture. An example of this for spark ignition energy of methane / 
hydrogen mixtures is reported by Hankinson et al. (2009). The statistical nature of 
electrostatic brush discharges as an ignition source has also been demonstrated by Gibson & 
Harper (1988). 

2.1.15 Ignition modelling (HSL) 
Westbrook et al. (1996) used the following definition: “ignition consists of a rapid growth 
in the radical pool of a chemically reactive mixture which may be entirely gaseous or 
may include fuel droplets or particles”. Ignition of a flammable mixture is brought about if 
a sufficient amount of heat is imparted locally on the mixture. The amount of energy required 
must exceed the energy loss mechanisms. 

It is feasible to model the ignition process, but some of the simple combustion models are not 
capturing the physics and hence cannot be used. However, the ignition processes have been 
represented by a single-step, irreversible Arrhenius-type reaction, for example for modelling 
deflagration-to-detonation transition and it works satisfactorily in some cases (Buckmaster et 
al, 2005). Rate ratio asymptotics has been used to model the ignition processes. This has 
identified different ignition regimes (Buckmaster et al., 2005). This approach was used to 
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determine the cross over temperature, the rate-determining elementary and global reactions 
and overall activation energies. The research has been extended to multi-step rate-ratio 
asymptotics. 

It is important to model the production and destruction of the highly reactive radicals, for 
example the hydrogen radical (H), the oxygen radical (O) and the hydroxyl radical (OH), as 
these and other radicals the mechanism by which the combustion can progress. A detailed 
kinetics scheme will contain all the important chemical species, radicals and reaction 
pathways. It has been shown that a reduced chemical kinetics scheme, which includes a sub-
mechanism for the combustion of hydrogen, will suffice for hydrocarbon fuels, at pressures 
below approximately 100 atm and temperatures above 1000 K (Buckmaster et al., 2005; 
Petrova & Williams, 2006). The kinetic scheme has also been tested for the autoignition of 
hydrogen (Del Alamo et al., 2004). Further testing of the reduced kinetics scheme for 
hydrogen has been carried out by Saxena & Williams (2006) who investigated its 
effectiveness for laminar burning velocity and diffusion flame extinction. 

2.1.16 Conclusions (HSL) 
Although there is a generally a reasonable understanding of the mechanisms by which 
hydrogen may be ignited, there are a number of areas where further development of 
knowledge is required.  

In the case of diffusion ignition, simple geometries have investigated successfully using CFD, 
and the methods have been used to predict behaviour in some slightly more complex 
geometries. More comparison of CFD simulations versus experiments with complex 
geometries would be desirable, as would the development of simplified predictive tools.   

In terms of the ignition of hydrogen by corona discharges, a more complete understanding of 
the ignition potential for different electrode systems is desirable, as is the understanding of the 
role of hydrogen concentration.  

Although some success has been achieved in modelling ignition and light-up probabilities, 
more work is required to improve predictions for differing release conditions, including 
attached jets where releases are close to or impinging on surfaces.  

2.2 Spontaneous diffusion ignition model (UU) 

2.2.1 Spontaneous diffusion ignition phenomenon (UU) 
Spontaneous diffusion ignition presents a particular interest among the ignition phenomena 
listed in section 2.1. Part of the importance of the spontaneous ignition phenomena lies in its 
importance for the safety analysis of hydrogen infrastructure. The conditions which were 
observed to lead to the spontaneous diffusion ignition are commonly encountered during the 
release of hydrogen under high pressure, e.g., after failure of the pipe or storage tank. 
Furthermore the exact conditions which determine ignition event are still not completely 
understood. Since high pressure hydrogen storage facilities are an inherent part of hydrogen 
infrastructure, it is of paramount importance for hydrogen safety engineering to be able to 
predict if the release results in immediate ignition. Accordingly, research into spontaneous 
ignition has been a subject of vigorous experimental and numerical research in recent years.  

 It is well-known that a sudden hydrogen release from a high pressure equipment into air can 
be spontaneously ignited at pressures far below of storage pressures up to 100 MPa used in 
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today’s hydrogen and fuel cell applications (Golub et al., 2010). The phenomenon was first 
observed in the experiments by (Wolanski & Wojcicki, 1973) and was named as “diffusion” 
mechanism of spontaneous ignition. In spite of recent experimental and numerical studies 
there is still limited understanding and validated models able to reproduce the pressure limit 
of spontaneous ignition of hydrogen, especially in complex geometries like pressure relief 
devices (PRD) requiring 3D simulations.  

Numerical studies by (Liu et al., 2005), (Bazhenova et al., 2006), (Xu, Wen, et al., 2009; Xu, 
Hima, et al., 2009) were focused on unconfined release from high-pressure storage directly 
into the atmosphere. While spontaneous ignition for direct release into the atmosphere was 
predicted by numerical simulations, no experimental proof exists up to date. However, 
spontaneous ignition was observed in experiments that included pipes located downstream of 
a rupture disk (Dryer et al., 2007; Pinto et al., 2007; Golub et al., 2008; Mogi et al., 2008), 
etc.  

Dryer et al. (2007) speculate on the importance of the initial stage of a membrane rupture on 
the mixing and subsequent spontaneous ignition process. They concluded that at low 
pressures, the chemical ignition time becomes the limiting factor, while at high pressures the 
mixing time to achieve significant flammable mixture volume limits the process, with typical 
characteristic time scale in the release tube estimated to be less than 100 sµ (Dryer et al., 
2007). When pressurized hydrogen is released into an ambient environment via a length of 
tube through fast rupturing of a pressure boundary, strong shock waves are generated inside 
the tube. The leading shock wave is driven into the ambient air and the temperature of the air 
behind the shock is elevated. The shock-heated air mixes with the released hydrogen at the 
contact region. Ignition might occur inside the tube first under specific conditions and then 
the initiated flame might also survive the high under-expansion while spouting from the tube 
and transit to a turbulent jet fire.  
Although the mechanism of the actual turbulent mixing process is still not well understood, it 
has been found that the rupturing process, which generates strong multi-dimensional shock 
waves, plays an important role in the mixing (Hooker, 1961; Levine, 1970; Vasil’eva et al., 
1985). As shock waves reflected from the tube wall sweep through the contact region, the 
misalignment of the pressure and density gradients cause a deposition of vorticity through the 
baroclinic production mechanism and produce significant turbulent mixing via Rayleigh–
Taylor instability. 
Accordingly, more recent numerical studies investigated more complex conditions focusing 
on the features known from the experiments to promote onset of self-ignition. These included 
modelling of non-instantaneous membrane opening time studies (Xu, Wen, et al., 2009; Xu, 
Hima, et al., 2009; Wen et al., 2009), burst disk shape (Lee & Jeung, 2009) and the release 
tube internal geometry (Xu & Wen, 2012), (Xu & Wen, 2014) and presence of obstacles (Xu 
et al., 2011), confirmed their significance for initiation of the spontaneous ignition process. 
The 2D analysis of pressure-boundary rupture rate on hydrogen spontaneous ignition during 
release through a 3 mm hole in a wall of 0.1 mm thickness directly to atmosphere was carried 
out in (Xu et al., 2009). Characteristic cell sizes used were 15-30 μm across the contact 
surface. It was found that spontaneous ignition will not occur if the rupture rate is below a 
certain threshold value. As the rupture rate increases, the temperature of the shock heated 
region grows more quickly owing to earlier flow expansion and once the rupture rate is 
sufficiently high, spontaneous ignition can occur.  
Lee & Jeung, (2009) investigated the effect of a burst disk shape on the ignition process at 
pressure of a burst disk rupture of 8.6 MPa and release into a tube. The burst disk had a semi-
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spherical shape and was assumed to be opened instantaneously. Cartesian grid with a cell size 
of 19 μm was used. The spontaneous ignition first occurred in a boundary layer and 
consequently spread throughout a cross-section of the tube, i.e. through the contact surface 
between air and hydrogen where mixing takes place, which was similar to the results of 3-D 
study (Bragin & Molkov, 2009) investigating an instant opening of a flat membrane.  
Hydrogen releases through a tube of 3-6 mm internal diameter and length of 30-60 mm long 
for storage pressures in a range 5-15 MPa were simulated in (Wen et al., 2009). It was 
demonstrated that spontaneous ignition is governed by focusing of reflected shocks from the 
tube wall. The influence of internal tube geometry had been investigated in (Xu & Wen, 2012, 
2014). Hydrogen had been released through a tube of 3 mm diameter and 6 cm long with 
featuring local contraction and enlargement. Study demonstrated that internal geometries with 
a forward-facing vertical plane can significantly increase the propensity to spontaneous 
ignition by producing an elevated flammable mixture and turbulent enhanced mixing. The 
backward facing vertical plane was found to be less likely to cause spontaneous ignition as 
the reflected shock from the side wall is relatively weak.  
Numerical modelling of the shock-related turbulent mixing problem is mathematically 
challenging due to the presence of the thin diffusion layer and strong shock waves. One of the 
primary challenges is the substantial scale difference between diffusion and advection and the 
reactive flow with strong shock waves. Utilization of the direct numerical simulation (DNS) 
approach would be desirable, but often proves to be prohibitive for more complex problems 
due to its requirement on computing power for such shock-containing flows, prompting 
researchers to consider less computationally intensive methods such as large eddy simulation 
(LES). Furthermore, many researchers considered reduction of the problem to 2-D and in 
some cases to 1-D, often taking advantage of axisymmetric geometry, in order to reduce mesh 
size requirements. While effectively reducing computation requirements, 1-D and 2-D 
models, however, suffer from the inability to correctly model the physics of turbulent mixing 
which had been shown to be one of the main drivers of self-ignition. Both DNS and LES 
approaches had been applied to modelling of spontaneous ignition, producing a range of 1-D, 
2-D and 3-D models described in the following sections.   

2.2.2 1-D models (UU) 
Maxwell & Radulescu, (2011) developed a model addressing the ignition problem of a one-
dimensional unsteady diffusion layer of fuel and oxidizer, undergoing volumetric expansion. 
This model was applied to shock induced diffusion-ignition of pressurized fuel jets that are 
released into an oxidizing atmosphere. Upon the sudden release of a pressurized gaseous fuel 
into the ambient atmosphere through a hole, a strong shock wave forms, driven by rapid 
expansion of the forming jet. The model follows the thin diffusion layer at the head of the jet 
in Lagrangian coordinates, with its rate of expansion dictated by the local pressure evolution 
of the surrounding gas flow. 
Sudden transient release of gas from a pressurized tank into the ambient atmosphere produces 
a strong shock wave, driven by the piston action of the jet head (Radulescu & Law, 2007). 
The shock wave heats the material that it has compressed, and the diffusive interface between 
the two gases may lead to local ignition without any other external sources. This type of 
shock induced ignition can occur when the air is sufficiently hot due to a sufficiently strong 
shock driven by a large initial pressure difference between the fuel and air (Dryer et al., 
2007). The process is illustrated in Figure 2.10. Following the initial compression at the start 
of the process, the interface between the two gases, experiences very strong expansion owing 
to the growth of the jet head (see Figure 2.10). The model applies only to the evolution of the 
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jet head, in Lagrangian coordinates in the frame of reference of the jet head itself, in order to 
determine a conservative ignition criterion. Since the jet head is the location where the flow is 
the hottest point in the flow at any given time during the release (Radulescu & Law, 2007), a 
failure for ignition to occur at the jet head means that spontaneous ignition will not occur at 
any other location either. 

 
Figure 2.10 Structure of the thin diffusion layer at the head of the jet resulting from an 

accidental release of hydrogen from a high pressure storage tank. The diffusion layer is where 
the hydrogen mixes with shocked air, ultimately leading to diffusion-ignition (Maxwell & 

Radulescu, 2011). 

The evolution of the entire reactive jet expansion problem illustrated in Figure 2.10 is 
governed by the Navier–Stokes equations for a chemically reactive fluid augmented by the 
evolution of each chemical reactive species. Neglecting viscous effects and spatial pressure 
gradients within the diffusion layer due to its dimension being very small compared to that of 
the jet, decouples the momentum equation from the evolution of the diffusion layers. 
Furthermore, owing to the thinness of the diffusion layer, its curvature can be neglected, 
restricting the analysis to a single space dimension perpendicular to the diffusion layer. 
Further neglecting body forces, viscous dissipation and radiation transfer, the equation system 
reduces to: 
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This system is further simplified by using a mass-weighted Lagrangian coordinate to follow 
the diffusion layer. This permits the elimination of the requirement of solving the continuity 
equation and the velocity field, since each mass element travels with its material velocity. The 
transformation follows the same approach as Rogg & Wang (1984) where the Eulerian spatial 
coordinates are transformed into the mass-weighted Lagrangian coordinates, i.e., 

),(),( tmtx → . (2.8) 

In this approach the spatial coordinate, x, is transformed into a mass-based coordinate, m, by 
integrating the density from some reference coordinate, xo, to x: 
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where partial derivatives with respect to time denote Lagrangian derivatives, i.e. keeping the 
mass coordinate constant. 

For calculating transport properties of the gasses (i.e. diffusion velocity of each specie and 
thermal conductivity), the model uses mixture-averaged expressions described in (Coffee & 
Heimerl, 1983) and also developed in (Kee et al., 2000). These expressions provide a good 
estimate for the transport properties and are much less expensive to employ than multi-
component expressions described in (Dixon-Lewis, 1968) and (Williams, 1985). Finally, in 
order to compute the thermodynamic properties (cp,i, hi, etc.) and production rates of each 
chemical species, ωi, a reaction mechanism is required which provides the details of reactions 
involved including the required thermo-chemical data. The reaction mechanism used for this 
model had been developed by Li et al. (2004) for high pressure hydrogen combustion, 0.3–
87 atm.  
It have previously determined in (Radulescu & Law, 2007) that the scaling parameters for 
under-expanded, non-reactive jets both analytically and numerically for non-reactive releases. 
In their analysis, the pressure–time history at the interface between the gasses for different jet 
conditions was found to obey a similarity solution. The dependence on hole size is through 
the non-dimensional time τ, which depends on the discharge flow rate, and hence the size of 
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the hole through which the gas escapes as well as the choked velocity at the hole. The 
dependence )(τp in this model was found by curve-fitting the numerical results of (Radulescu 
& Law, 2007). As shown in Figure 2.11, a power-law  

68.02.12
0
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 (2.12) 

provides good approximation for a wide range of discharge conditions. The scaling parameter 
τ is given by 
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where the subscript ‘o’ denotes the initial undisturbed state. The rate of change of pressure at 
the jet head is then simply the time derivative of p, yielding 
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The pressure at the interface does not change instantaneously upon the beginning of the 
release, but remains constant for the time required for the lateral expansion from the edge of 
the hole to reach the axis of the jet. To account for this delay, the value of τ is calculated from 

Eq. (2.12) for the moment when 
0airp

p
 is equal to the initial pressure of the jet head, obtained 

from the shock tube solution. The simulations are then started at time zero of the release 
process, incorporating this period of constant pressure. 
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Figure 2.11 Evolution of the contact surface pressure along the jet axis of round jets for 

various storage pressure to ambient pressure ratios (Radulescu & Law, 2007). 

Simplified governing equations (2.10) – (2.11) are integrated numerically using an operator 
splitting technique (LeVeque, 2007) which solves the diffusion, reaction, and source terms 
separately, over one time step. Each operation is solved independently based on information 
known from the previous operation. Once each of the three steps, explained below, are 
executed throughout a single time step, the process is repeated over the next time step. The 
operator-splitting process is similar to the process outlined in (Karasalo & Kurylo, 1981). For 
the first operation (diffusion step), the governing equations are discretized using central 
difference approximations (Anderson, 1995)(Anderson, 1995) on the diffusive terms and 
explicit time stepping (Anderson, 1995) for the unsteady terms. For the second operation 
(reaction step), the reaction terms are solved over the same time step using the solution 
obtained from the first step. Due to the Arrhenius dependence on temperature in the reaction 
terms, the equations that are solved in this operation are very stiff and highly coupled. To 
handle the stiffness of the equations, the Sundials (Hindmarsh et al., 2005) CVODE (Cohen et 
al., 1996) integrator is used. This particular solver is specifically designed for solving stiff, 
nonlinear systems of equations implicitly for each time step using Newton iteration (Cohen et 
al., 1996). For the final operation, the expansion term, ∂p/∂t in the energy Eq. (2.11) is treated 
as a source term and is prescribed by Eq. (2.14) and the pressure of the system is updated 
accordingly. Finally, in all steps, the thermodynamic and transport properties are evaluated at 
each operation using the Cantera libraries (Goodwin, 2009). The same kinetic mechanism as 
in. (Li et al., 2004) was used for calculating the reaction rates and thermodynamic data for 
each chemically reacting specie. 

2.2.3 2-D models (UU) 
A number of researchers carried out 2-D (including axisymmetric) numerical simulations of 
the diffusion spontaneous ignition phenomenon.  
Pinto et al. (2007) employed Direct Numerical Simulation (DNS) approach utilizing 
compressible two-dimensional axisymmetric Navier-Stokes equations, the conservation of 
mass, total energy, chemical species, and the equation of state, and the detailed chemical 
reactions mechanism to simulate the behaviour of the hydrogen jet discharged of 10 mm 
diameter tube with 50 mm length and 3.8 MPa initial hydrogen pressure. Model used the 

http://www.sciencedirect.com/science/article/pii/S0010218011000782#gr4
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reduced kinetic mechanism (Petersen & Hanson, 1999) with 9 species (H2, O2, O, H, OH, 
HO2, H2O2, H2O, and N2) and 18 elementary reactions, which provided good performance for 
ignition delay time and heat release within a wide pressure range from 1 to 600 atm. The 
diffusion flux was evaluated using Fick’s law with binary diffusion coefficients. The transport 
coefficients of each chemical species: viscosity, heat conductivity, and binary diffusion 
coefficient, are evaluated using the Lennard-Jones intermolecular potential model (Chapman 
& Cowling, 1970), and those of the gas mixture are calculated by Wilke’s empirical rule 
(Wilke, 1950)(Wilke, 1950). The enthalpy of each chemical species is derived from NIST 
database (NIST). The buoyancy, bulk viscosity, Soret and Dufour effects are neglected.  
The governing equations were discretized in a finite difference formulation. The convective 
terms were evaluated using the second-order explicit Harten-Yee non-MUSCL modified-flux 
type TVD scheme, considering the properties of the hyperbolic equations. The viscous terms 
were evaluated with the standard second-order central difference formulae. The time 
integration method was the second-order Strang-type fractional step method. Chemical 
reactions were treated by a point implicit way to avoid stiffness. Uniform rectangular grid 
with a cell size of 20 x 20 µm was used to carry out simulations with maximum mesh size 
reaching 27 million cells.  
The model was subsequently used by Yamada et al., (2009) to simulate hydrogen release from 
a tube of 4.8 mm diameter and 71 mm long with the inlet pressure of 3.6, 5.3 and 21.1 MPa, 
resulting from initial pressure in the large hydrogen tank of 6.8, 10 and 40 MPa. Grid cell size 
measured 20-45 µm, which was estimated to be close to the Kolmogorov scale (Cheng et al., 
1992; Mizobuchi et al., 2002). The total grid size was 4 million cells. Simulations showed 
spontaneous ignition of the hydrogen for the releases with 5.3 and 21.1 MPa inlet pressure. 
Additional simulations performed for the hydrogen released from a hole in the tank without a 
tube. No continuous ignition has been observed for the 5.3 MPa release from the tube, which 
confirmed the importance of the vortexes generated around the exit from the tube for 
achieving autoignition. Similar model had been used by (Liu et al., 2005) for modelling of 
autoignition of hydrogen escaping from the tank with initial pressure of 10, 40 and 70 MPa. 
Different numerical model had been used in (Lee & Jeung, 2009). They used numerical 
scheme based on the cell-centered finite volume method to solve unsteady, compressible two 
dimensional axi-symmetric Navier–Stokes equations for a chemically reactive multi-species 
mixture of ideal gases. The convective numerical fluxes were evaluated by the AUSM-DV 
scheme (Wada & Liou, 1997), which is accurate and robust for resolving shock and contact 
(stationary and moving) discontinuities. Second-order spatial accuracy is attained by using 
MUSCL extrapolation on primitive variables with limited slopes by the Superbee limiter for 
the Total Variation Diminishing (TVD) constraint. The viscous terms were evaluated by 
second-order central differencing discretization. For time integration, the second-order 
Strang-type method is employed, splitting convection–diffusion terms and chemical source 
terms. A memory-efficient type of four-step Runge–Kutta scheme (Blazek, 2001) is used for 
the integration of convection and diffusion terms, while a stiff ODE solver named RADAU5 
(Hairer & Wanner, 1996), an implicit Runge–Kutta method of order five with step size 
control, is used in order to overcome the stiffness caused by the chemical source terms. A 
comprehensive kinetic model of hydrogen combustion, recently updated in (Li et al., 2004) 
and based on the mechanism of presented in (Mueller et al., 1999), is used for describing the 
reaction kinetics with nine species (H2,O2,H,O, OH, H2O, HO2, H2O2, N2) and nineteen 
reactions. The evaluation of thermodynamic properties, transport properties, and chemical 
source terms is assisted by the Cantera library (Goodwin, 2009) with its interface for Fortran. 
Thermodynamic properties of the species are based on NASA polynomials (McBride et al., 
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1993). The viscosity, thermal conductivity, and binary diffusion coefficients for each species 
are determined using Lennard–Jones potentials (Chapman & Cowling, 1970) and kinetic 
theory. In (Wilke, 1950) and (Mathur et al., 1967) formulae were used for calculation of 
mixture-averaged values. 
Simulations of hydrogen spontaneous ignition in air using the model accounting for viscous 
gas transport, multi-component diffusion, heat transfer, and incorporating a kinetic scheme of 
hydrogen oxidation with 9 equations were performed by (Golub et al., 2010). The authors 
studied experimentally and numerically in 2D axisymmetric formulation the self-ignition in 
cylindrical and rectangular tubes and concluded that governing mechanism for hydrogen 
spontaneous ignition is diffusion ignition on the contact surface assisted by the boundary 
layer effects. Combustion starts as kinetic one and then acquires diffusion character. Heat 
release and flame turbulence intensify mixing of reagents and such burning cloud may 
propagate along the tube far enough. Simulation with and without the boundary layer were 
also carried out and a conclusion is drawn that when boundary layer is not taken into account, 
ignition occurs at the tube axis, whereas it occurs near the wall if boundary layer is taken into 
account. 
While DNS remains the most accurate approach, it carries very high cost in terms of required 
computational resources, particularly where resolution of shock waves is desirable. Ultra-fine 
grids are required to resolve the Kolmogorov scale which is inversely proportional to 
Re¾(Dimotakis, 2005). It is also well known that high-order numerical schemes designed for 
DNS (e.g. spectral or high-order finite-difference) are incapable of capturing shock containing 
flows due to Gibbs oscillations (Wen et al., 2009). Furthermore, it is impossible to fully 
resolve shocks with typical length scale of less than one micron in a macroscopic simulation. 
These considerations make a DNS approach impractical for the simulation involving 
modelling of shock interactions and complex geometries. 
Accordingly, a number of researchers (Mosedale & Drikakis, 2007; Berglund & Fureby, 
2007; Xu et al., 2007; Wen et al., 2009; Berglund et al., 2010) has turned to alternative 
approaches, such as Large Eddy Simulation (LES). In LES, the large scale motions of 
turbulent flow are solved directly, while the effect of the unresolved (subgrid) scales (SGS) is 
modelled. These works utilized Implicit LES (ILES) approach, which, as suggested by 
(Drikakis, 2003), can be more suitable than explicit LES for simulation of supersonic flows 
featuring shock waves. ILES is based on the hypothesis that the action of sub-grid scale 
(SGS) on the resolved scale is equivalent to a strictly dissipative action of a numerical 
scheme. Therefore, no explicit SGS model is required in the ILES approach. The Navier–
Stokes equations are implicitly filtered by the discretization and the implicit dissipative 
truncation error from the numerical scheme for the convection terms is regarded as an 
adaptive numerical dissipation to model the unresolved small scales in the same manner as an 
explicit sub-grid scale model in LES. ILES is often utilized in cases where the flow dynamic 
mechanisms stretch the capability of numerical modelling because they are either unknown or 
too complicated to be modelled exactly and explicitly, such as shock/turbulence interaction 
(Lele, 1994). 
In study by Xu et al., (2007) they developed spontaneous ignition model utilizing ILES 
approach to investigate spontaneous ignition of hydrogen. The simulations were performed by 
solving the unsteady Navier–Stokes equations of a chemically reactive multicomponent 
mixture of ideal gases using the KIVA-3V code (O’Rourke & Amsden, 1986). The equation 
system used in this model consists of a set of Navier-Stokes equations supplemented by 
equations of state. The closure terms necessary to complete equation system were formulated 
as follows: 
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where kµ is pure specie viscosity and jX is molar fraction of specie j and  
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where kM  is the molecular weight of specie k.  

Mixture thermal conductivity λ was expressed as 
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where kλ is pure species thermal conductivity, and mixture average diffusion coefficient maD
as  
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where 1210−=ε  is a small number to prevent denominator to be zero for pure species, and ijD
is binary diffusion coefficient.  
Thermal diffusion coefficient for specie m was determined by equation 

MMDD mmma
T
m /Θ= ρ , (2.20) 

where mΘ  is a thermal diffusion ratio (Chapman & Cowling, 1970) and M is the average 
molecular weight of the mixture. 

Pure species viscosity kµ and binary diffusion coefficient ijD  are calculated according to the 
standard kinetic theory (Hirschfelder et al., 1964), and pure species thermal conductivity kλ is 
computed according to Warnatz (1982).  
Chemical source terms were defined as follows 

∑ −=
r

rmrmrm
c
m abM ωr  )( , (2.21) 

∑=
r

rr
c QQ ω , (2.22) 
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where mra and mrb  are integral stoichiometric coefficients for reaction r, rQ is the negative of 
the heat of reaction at absolute zero   

∑ ∆−=
m

mfmrmrr hbaQ ))(( 0  (2.23) 

and mfh )( 0∆  is the heat of formation of specie m at absolute zero. 

Chemical reaction rate rω was defined as 

∏∏ −=
m

b
mmbr

m

a
mmfrr

mrmr MkMk )/()/( rrω , (2.24) 

where the coefficient frk was assumed to be of an Arrhenius form 

RTE
frfr

frfr eTAk /−= ς  (2.25) 

crfrbr Kkk /= . (2.26) 

crK is the equilibrium constant which can be calculated by thermodynamic data (Kee et al., 
2000). 
The numerical implementation was based on an arbitrary Lagrangian and Eulerian (ALE) 
method (Hirt et al., 1974) in which convective terms are solved separately from the other 
terms. Each time cycle is divided into two phases: a Lagrangian phase and a rezone phase. 
Considering the substantial scale difference between diffusion and advection, different 
numerical schemes were adopted in the two phases. In the Lagrangian phase, a second-order 
Crank-Nicolson scheme is used for the diffusion terms and the terms associated with pressure 
wave propagation, a two-stage, second-order MacCormack method (MacCormack, 2003) is 
used in the rezone phase to solve the convective terms. The coupled semi-implicit equations 
in the Lagrangian phase are solved by a SIMPLE type algorithm with individual equations 
solved by a conjugate residual method (O’Rourke & Amsden, 1986). For spatial differencing, 
a second-order total variation diminishing (TVD) scheme (Amsden et al., 1989) was used for 
the convection terms and the second-order central differencing scheme was used for all the 
other terms. 
A mixture-averaged multi-component approach (Kee et al., 2000) had been used for the 
calculation of molecular transport with consideration of thermal diffusion which is important 
for non-premixed hydrogen combustion. Instead of using one of the existing subgrid 
combustion models, which could be inappropriate for self-ignition modelling due to the 
strong shock/combustion interactions, the model employs fine grid resolution to directly 
resolve the thin flame. This approach requires adoption of 15 – 30 µm grid resolution across 
the contact region. Although the diffusion flame is directly resolved, such ‘‘direct” approach 
can still be classified as LES as the flow field is not fully resolved (Norris & Edwards, 1997). 
For autoignition, detailed chemistry scheme by (Saxena & Williams, 2006) involving eight 
reactive species and 21 elementary steps had been used. To deal with the stiffness problem of 
the chemistry, the chemical kinetic equations were solved by a variable-coefficient ODE 
solver (Brown et al., 1989). 
This model was subsequently improved by replacing a second-order TVD scheme for spatial 
differencing with high order WENO scheme (Xu et al., 2008; Xu, Wen, et al., 2009). It was 
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found that the second-order TVD schemes are overly dissipative to capture the mixing 
process and higher order weighted essentially non-oscillatory (WENO) shock-capturing 
schemes can better resolve the underlying physical process with the same grid resolution 
(Mosedale & Drikakis, 2007). Since the ILES approach used numerical dissipation to model 
the unresolved small scales, the accuracy order of the numerical schemes applied to the 
convection terms is essential. Several high order WENO schemes had been investigated (Xu 
et al., 2008). It had been shown that 9th-order scheme results in numerical oscillations leading 
to unphysical results on the contact surface. Accordingly, subsequent works (Xu, Wen, et al., 
2009; Wen et al., 2009) used 5th-order upwind WENO scheme (Balsara & Shu, 2000) for the 
convection terms. Furthermore, second order MacCormack method used in the rezone phase 
to solve the convection terms was replaced with a 3rd-order TVD Runge–Kutta method 
(Balsara & Shu, 2000). This updated model had been used in a number of follow up works 
aimed at investigation of the effects of the obstacles and non-instantaneous membrane 
opening (Xu & Wen, 2011, 2014; Xu et al., 2011). 

2.2.4 University of Ulster 3-D LES model (UU) 
In spite of a measure of success achieved by 2-D models, capture of correct physics of the 
turbulent mixing requires implementation of the fully 3-D model. Furthermore, utilization of 
3-D models is required in order to be able to perform simulations and reproduction of 
experimental results obtained in a complex realistic geometries, where 2-D simulations cannot 
be applied. Such a 3-D model, using large eddy simulation (LES) approach had been 
developed at University of Ulster in order to model the dynamics of spontaneous ignition in 
the complex realistic geometries. The unavoidable consequence of extending the model into 
3rd dimension is a coarser grid. This increase in mesh size is “compensated” by an advanced 
sub-grid scale (SGS) modelling of the combustion by the eddy dissipation concept with a 
detailed chemistry and the turbulence by the renormalization group (RNG) theory. The 
University of Ulster model had originally been applied to simulate dynamics of spontaneous 
ignition of hydrogen emerging into air within simple geometries (Bragin & Molkov, 2009). It 
had been subsequently modified to investigate transitional phenomena on the lower pressure 
limit of spontaneous ignition and assess the model’s predictive capability against 
experimental data obtained in a 3-D geometry of the T-shaped channel (see Figure 2.12) at 
different pressures, which is a mock-up of a pressure relief device (PRD) (Bragin et al., 
2013). 
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Figure 2.12 The geometry of T-shaped pressure relief device (PRD) simulated in (Bragin et 
al., 2013) and associated computational domain: 1 and 2 – high-pressure tubes, 3 – PRD, 4 – 

burst disk, and 5 – external domain. 

 
Conservation equations 
The governing equations, employed for LES, are filtered over the control volume three-
dimensional instantaneous conservation equations for mass, momentum (Navier-Stokes), 
energy, and species for compressible Newtonian fluid 
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The effective viscosity effµ is calculated using the renormalization group (RNG) theory 
(Yakhot & Orszag, 1986). The RNG model is capable to reproduce not only turbulent, but 
also transitional and laminar flows. At low Reynolds numbers the effective viscosity becomes 
equal to molecular viscosity. This allows the model to perform better in the vicinity of walls 
(Shah et al., 2001). The effective viscosity is calculated in RNG model as 

( )[ ] 3132 100/1 −+= µµµµµ effseff H , (2.31) 
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where ( ) ijijCVRNGs SSVC ~~2231ρµ = , CVV is the volume of control volume, RNGC  is constant 
and ( )xH  is Heaviside function.  

In highly turbulent regions of the flow seff µ≈µ  and the RNG model reduces to the 
Smagorinsky model. In laminar flow regions the argument of Heaviside function becomes 
negative and the model recovers molecular viscosity, µµ =eff . The effective Prandtl and 
Schmidt numbers are calculated following the RNG theory by purely theoretical equations 
(Yakhot & Orszag, 1986): 

eff

effeff

N
N

N
N

µ
µ

=
+
+

−
− 3679.06321.0

3929.21
3929.21

3929.11
3929.11

, (2.32) 

where N stands for laminar Prandtl or Schmidt numbers. Laminar Prandtl and Schmidt 
numbers are calculated according to kinetic theory. 
Combustion model 
The Eddy Dissipation Concept (EDC) model (Magnussen, 1981) with updates that 
incorporates detailed Arrhenius chemical kinetics in turbulent flames was applied as the 
combustion sub-model. EDC gives an expression for a combustion rate based on an 
assumption that chemical reactions occur in so-called fine structures of Kolmogorov’s scale 
where the dissipation of turbulence energy takes place. In a flow of moderate to intense 
turbulence these fine structures are concentrated in isolated areas occupying only a small 
fraction of the flow. The characteristic size of the fine structures is much smaller than a LES 
filter width (cell size in the described case), and it needs to be computed as a function of flow 
parameters and a cell size. 
In the EDC model adopted in FLUENT a source term in the species transport Eq. (2.30) is 
modelled as 

( )
( )[ ] ( )mmm YYR −

−
= ∗

∗∗

∗

3

2

1 ξτ
ξρ

, (2.33) 

where Rm is a net rate of production of specie m by chemical reactions, ∗ξ is the length 
fraction of the fine scale turbulent structures where the reaction occurs, ∗

mY  is the fine scale 
species mass fraction (specie m) after reacting over the time ∗τ , Ym is a species mass fraction 
for specie m in the surrounding fine scales state. The multiplier in Eq. (2.33) with a square of 
the length fraction of fine scales represents the mass exchange between the surrounding and 
fine structure regions. The length fraction of fine structures is evaluated in this LES model 
similar to EDC RANS model as 

SGSuuC /ηξξ =∗ , (2.34) 

where the volume fraction constant is taken as ξC = 2.1377 similar to RANS. The upper limit 
∗ξ  = 1 is applied when the fine scales velocity is larger than residual SGS velocity.  

The scale of a LES residual velocity at the sub-grid scale (SGS) level is 

)/( SGStSGS Lu ⋅= ρµ , (2.35) 
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where tµ  is turbulent viscosity, and the SGS length scale is determined as  

31VCL RNGSGS =  . (2.36) 

The Kolmogorov’s velocity ηu  is 

413










⋅
⋅

=
SGS

SGS

L
u

u
ρ
µ

η , (2.37) 

where µ  is laminar viscosity. 

Characteristic sub-grid eddy and Kolmogorov’s timescales are respectively 

SGSSGSSGS uL /=τ , and (2.38) 

21

3









⋅
⋅

=
SGS

SGS

u
L

ρ
µ

τ η . (2.39) 

The volume fraction of the fine scales is calculated as 3∗ξ  and species are assumed to react in 
the fine structures over a time scale 

ητ ττ C=∗ , (2.40) 

where a time scale constant is taken equal to τC = 0.4082 similar to applied in the EDC RANS 
model. 
Magnussen (1989) assumes that all the fine scales in the cell are perfectly stirred reactors with 
a residence time τ*. Combustion at the fine scales is assumed in this model to take place as a 
constant-pressure reactor. The reactor type is determined by the choice of a mixing rate 1/τ* 

and a time-step Δt. In FLUENT initial conditions at the constant pressure reactor are taken as 
the current species and temperature in the cell. Arrhenius reactions governed by Eq. (2.41) 
proceed over the time scale τ*. The in situ adaptive tabulation ISAT algorithm (Pope, 1997), 
offering substantial reductions in run-times by up to three orders of magnitude, is applied. 
All of the reactions considered in the chemical mechanism involved are elementary 
(reversible). For reversible reaction the molar rate of creation or destruction of species i in 
reaction r is given by Eq. (2.41) 
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where N is number of chemical species in the system; '
,rmν  is stoichiometric coefficient for 

reactant m in reaction r; ''
,rmν  is stoichiometric coefficient for product m in reaction r; rfk ,  is 

forward rate constant for reaction r; rbk ,  is backward rate constant for reaction r. Γ represents 
the net effect of third bodies on the reaction rate and is given by 
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where rm,γ  is the third-body efficiency of m-th species in the r-th reaction. 

The forward rate constant for reaction r without pressure dependency is computed in 
conventional form of Arrhenius equation 

( )RTEATk rrf
r −= exp,

β . (2.43) 

All reactions are reversible, the backward rate constant for reaction r is calculated from the 
forward rate Eq. (2.43) and the equilibrium constant Kr using the equation 

rrfrb Kkk /,, = . (2.44) 

The equilibrium constant Kr computed as 
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where Patm denotes atmospheric pressure (101,325 kPa). The term within the exponential 
function represents the change in Gibbs free energy and its components are computed as 
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where 0
mS  and 0

mh  are entropy and enthalpy respectively of the m-th species respectively 
evaluated at temperature T and atmospheric pressure. 
Specific heats of mixtures were approximated as piecewise-polynomial functions of 
temperature with polynomial coefficients calculated according to mass-weighted mixing law.  
Chemical reaction mechanism 
In this study the detailed 21-step chemical reaction mechanism of hydrogen combustion in air 
employing 37 elementary reactions is applied (Gutheil et al., 1993). The effect of nitrogen 
chemistry is taken into account by considering detailed mechanism of NO formation. The 
specific reaction rate constants are given in Table 2.6. The forward reaction rate constants are 
presented in the table, and backward rates for reversible reactions are calculated through the 
equilibrium constants Eq. (2.44). 

Table 2.6 Specific reaction rate constants (Gutheil et al., 1993). 

No. Reactions A, 
KJ/mol βr, 

Er, 
mol/m3 

1 H+O2=OH+O 2.00E+14 0.00 70.30 
2 H2+O=OH+H 1.80E+10 1.00 36.93 
3 H2O+O=OH+OH 5.90E+09 1.30 71.25 
4 H2+OH=H2O+H 1.17E+09 1.30 15.17 
5 H+O2+M=HO2+M 2.30E+18 -0.8 0.00 

 Third-body chaperon efficiencies 
H2/1./ H2O/6.5/ O2/0.4/ N2/0.4/ 

6 H+HO2=OH+OH 1.50E+14 0.00 4.20 
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7 H+HO2=H2+O2 2.50E+13 0.00 2.93 
8 OH+HO2=H2O+O2 2.00E+13 0.00 4.18 
9 H+H+M=H2+M 1.80E+18 -1.00 0.00 

 Third-body chaperon efficiencies 
H2/1./ H2O/6.5/ O2/0.4/ N2/0.4/ 

10 H+OH+M=H2O+M 2.20E+22 -2.00 0.00 

 Third-body chaperon efficiencies 
H2/1./ H2O/6.5/ O2/0.4/ N2/0.4/ 

11 HO2+HO2=H2O2+O2 2.00E+12 0.00 0.00 
12 H2O2+M=OH+OH+M 1.30E+17 0.00 190.38 
13 H2O2+OH=H2O+HO2 1.E+13 0.00 7.53 
14 O+HO2=OH+O2 2.E+13 0.00 0.00 
15 H+HO2=O+H2O 5.E+12 0.00 5.90 
16 H+O+M=OH+M 6.2E+16 -0.60 0.00 

 Third-body chaperon efficiencies 
H2O:5, others 1 

17 O+O+M=O2+M 6.17E+15 -0.50 0.00 
18 H2O2+H=H2O+OH 1.E+13 0.00 15.02 
19 H2O2+H=HO2+H2 4.79E+13 0.00 33.26 
20 O+OH+M=HO2+M 1.E+16 0.00 0.00 
21 H2+O2=OH+OH 1.7E+13 0.00 200.0 
 Nitrogen Chemistry    

22 O+N2=N+NO 1.82E+14 0.00 319.02 
23 O+NO=N+O2 3.8E+09 1.00 173.11 
24 H+NO=N+OH 2.63E+14 0.00 210.94 
25 NO+M=N+O+M 3.98E+20 -1.50 627.65 
26 N2+M=N+N+M 3.72E+21 -1.60 941.19 
27 N2O+O=NO+NO 6.92E+13 0.00 111.41 
28 N2O+O=N2+O2 1.E+14 0.00 117.23 
29 N2O+N=N2+NO 1.E+13 0.00 83.14 
30 N+HO2=NO+OH 1.E+13 0.00 8.31 
31 N2O+H=N2+OH 7.6E+13 0.00 63.19 
32 HNO+O=NO+OH 5.01E+11 0.50 8.31 
33 HNO+OH=NO+H2O 1.26E+12 0.50 8.31 
34 NO+HO2=HNO+O2 2.E+11 0.00 8.31 
35 HNO+HO2=NO+H2O2 3.16E+11 0.50 8.31 
36 HNO+H=NO+H2 1.26E+13 0.00 16.63 
37 HNO+M=H+NO+M 1.78E+16 0.00 203.7 

 
The FLUENT software is used as the computational engine. The solver used explicit 
linearization of the governing equations with explicit method for solution of linear equation 
set. A second-order upwind scheme with AUSM flux splitting was applied for flow 
discretization. The four step Runge–Kutta algorithm was employed for advancement of 
simulations in time. The time-step was determined from Courant–Friedrichs–Lewy condition, 
where the CFL number was equal to 0.2 to ensure stability. 
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3.1 Physical and Mathematical Modelling of Fires (UU) 

3.1.1 Microflames (UU) – DONE 
A small leak in a hydrogen system could ignite, burn undetected for a long time, and 
potentially degrade surrounding materials or ignite any hydrogen release that may occur 
nearby (Butler et al., 2009). Hydrogen leaks can support combustion at flow rates much lower 
than leaks of other gaseous fuels. The technical information report SAE J2579, (2009) states 
that a localised hydrogen leak from a typical compression fitting cannot sustain a flame (that 
can subsequently weaken material and cause a loss of containment), when the mass flow rate 
is below 28 μg/s. For a miniature burner, the lowest leak flow rate capable of sustaining a 
flame is 5 μg/s. 
Leak flames resemble micro diffusion flames and, while only a few studies have specifically 
evaluated leak flames (e.g., Takahashi et al., 2008), there have been a number of studies of 
micro diffusion flames (Ban et al., 1994; Baker et al., 2002; Matta et al., 2002; Cheng et al., 
2005, 2006; Nakamura et al., 2006). Micro diffusion flames are typically associated with an 
application, e.g., a microcombustor for power generation. Nonetheless, it is possible that they 
could arise unexpectedly. For example, if a fuel leak from a crack or hole in a fitting, tube or 
storage vessel of a plumbing system were ignited, this could be characterized as a micro 
diffusion flame. 

Some of the weakest self-sustaining steady flames ever observed have been reported by 
Lecoustre et al., (2010). Lecoustre et al. (2010) carried out experiments in which flames were 
produced by a downward oriented burner made from a stainless steel hypodermic tube with an 
internal diameter of 0.15 mm and an outside diameter of 0.30 mm. Near their quenching 
limits these flames had hydrogen flow rate of 3.9 μg/s and 2.1 μg/s in air and oxygen, 
respectively (Lecoustre et al., 2010), with uncertainties in the quenching limit flow rates 
measurements estimated to be approximately  ±10%. Assuming complete combustion, the 
associated heat release rates were 0.46 W and 0.25 W (based on hydrogen’s lower heating 
value of 119.9 kJ/g). Buoyancy has been found to play an insignificant role in hydrogen 
microflames (Cheng et al., 2005). 

Microflames are associated with small flow rates of subsonic laminar releases from cracks. 
The equation for volumetric flow rate from a leak can be written as (Molkov, 2012) 

2
1

12

1
2











































−


















−

=

+
γ

γ
γ

ργ
γ

oρif

S

oρif

S

oρif

S
vent P

P
P
PP

CAV , (3.1) 

where ventV is the volumetric flow rate (m3/s), γ  is the ratio of specific heats, P is the pressure 
(Pa), ρ  is the density (kg/m3), with subscripts “S” and “orif” corresponding to surrounding 
(ambient) conditions and conditions at the orifice respectively, A is the orifice area (m2) and C 
is the discharge coefficient (Molkov, 1995). It can be seen from Eq.(3.1), that for the same 
pressure at the orifice the highest volumetric flow rate through leaks will be produced by a 
gas with the lowest density, i.e. hydrogen.  

From a safety perspective, it is important to determine if a small scale hydrogen leak would 
be able to support a flame. Although hydrogen flames can be sustained over a relatively large 
range of flow rates, very low and very high flow rates will lead to flame extinction 
(Sunderland, 2010). The very low flow rate limit is known as the quenching limit. It is 
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associated with kinetic extinction, which occurs at high scalar dissipation rates (low 
Damköhler numbers) and may occur with or without external losses (i.e., losses other than 
chemical enthalpy loss) (Lecoustre et al., 2013). The upper flow rate limit corresponds to so-
called flame blow-off and will be discussed in details in section 3.1.4. 

Quenching and blow-off limits of different gases were measured by (Kalghatgi, 1981; Baker 
et al., 2002; Matta et al., 2002; Cheng et al., 2006) for a variety of fuels including propane, 
methane and hydrogen. At the quenching limits the flame length is comparable to the 
quenching distance for a premixed hydrogen flame. Matta et al. (2002) and Nakamura et al. 
(2006) observed that a flame is not able to exist when its predicted length became less than 
the measured stand-off distance. Significantly smaller quenching limits for hydrogen were 
also observed for leaking compression fittings (Butler et al., 2009). These studies showed that 
hydrogen mass flow rate blow-off limits are higher than those for methane and propane. 
Butler et al., (2009) examined weak hydrogen flames that might be associated with the fire 
hazards of small hydrogen leaks. They observed quenching limits of diffusion flames on small 
round burners and for the leaky compression fittings and found the quenching mass flow rates 
for hydrogen to be about an order of magnitude lower than those for methane and propane. 
For a given leak size, there is a range of mass flow rates where hydrogen is able to support a 
stable flame but methane and propane flames would be extinguished.  

For isentropic choked flows the mass flow rate is linear with pressure upstream of the orifice 
P0 (Pa) and area of the leak A (m2): 
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where T0 is the temperature upstream of the release orifice (K), γ - is the specific heat ratio, M 
– is the gas molar mass (kg/mol) and R is the universal gas constant (J/mol/K). Equation (3.2) 
can be used to correlate orifice diameter and upstream pressure at the quenching limit(Butler 
et al., 2009). The results of these calculations are shown in Figure 3.1 for hydrogen, methane, 
and propane. For each of the three gases the dependence line starts at the minimum upstream 
pressure for choked flow and ends at the maximum pressure anticipated in alternative fuel 
vehicles. It is seen from Figure 3.1 that for a given storage pressure, hydrogen is susceptible 
to leak flames for smaller hole diameters than those for methane or propane.  
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Figure 3.1 Quenching diameter as a function of upstream absolute pressure assuming 

isentropic choked flow(Butler et al., 2009). 

Ge & Sutton (2006) conducted research on hydrogen interface leakage in national pipe thread 
(NPT) fittings. The tests were run at a pressure drop of 7 MPa. They found that the best 
performing fittings leaked hydrogen at rates of 1 μg/s, while the leak rates for the worst 
performing fittings were far higher. They found that the tightening torque was less important 
in sealing the threads than the choice and proper application of thread sealant material. An 
alternative type of fitting, often used with gases at high pressure, is a compression fitting 
(Sunderland, 2010). An advantage of using compression fittings over pipe thread fittings is 
the absence of Teflon tape, which greatly simplifies disassembly and reattachment of the 
fittings. Compression fittings, however, can be subject to over-tightening, which damages the 
ferrule and increases the likelihood of leaks occurring (Sunderland, 2010). 

Figure 3.2 (left) shows measured ignition flow rates for hydrogen, methane, and propane 
releases through a leaky fitting in a vertical orientation (Butler et al., 2009). The minimum 
flow rate necessary for sustained ignition is plotted versus pressure. The upper limit on 
pressure for propane is lower than that of the other gases because the vapour pressure of 
propane at 21o C is 0.76 MPa (110 psig). The measured ignition mass flow rates shown in 
Figure 3.2 (left) can be converted into volumetric flow rates using the measured temperature 
and pressure (Butler et al., 2009). The resulting volumetric flow rates are plotted in Figure 3.2 
(right) versus upstream pressure. Within experimental uncertainties, the minimum fuel mass 
and volumetric flow rates are independent of pressure. Figure 3.2 (right) illustrates that 
although hydrogen has the lowest mass flow rate necessary to sustain fittings microflame, 
propane has the lowest volumetric flow rate to sustain a microflame. The volumetric flow 
rates for hydrogen, methane and propane are 0.337, 0.581, and 0.187 mL/s, respectively. It 
should be noted, that for leaky fittings, the quenching flow rates for hydrogen, methane, and 
propane are about an order of magnitude higher than the corresponding flows for tube burners 
(Butler et al., 2009), which need to be taken into account when applying the results of 
experiments using micro-burners  to leak problems. This is attributed to additional heat losses 
in the leaky fittings, where the flames burn near thick concave metal surfaces.  
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Figure 3.2 Quenching limits for hydrogen, methane, and propane releases through vertically 

orientated fittings: mass flow rate limit (left; Butler et al., 2009) and volumetric flow rate 
limit (right; Sunderland, 2010). 

Butler et al., (2009) also investigated the effect of release orifice or leaky fitting orientation 
(vertical, horizontal, inverted) on the quenching limit. The effects of fitting orientation are 
shown in Figure 3.3 (left), and reveal that orientation has little or no effect on the quenching 
limits of the hydrogen flames, which supports the observation that flames near extinction are 
driven by mechanisms other than buoyancy. This is anticipated as these flames are small at 
their limits and the results are consistent with those of similar experiments using round orifice 
burners. As can be seen in Figure 3.3 (left), however, fitting orientation did affected the 
quenching limits of propane and methane flames, with the inverted orientation yielding limits 
about 20% lower than the vertical orientation. 
The effects of fitting diameter on quenching limits are examined in Figure 3.3 (right). 
Diameter had a significant impact on the quenching limits in all cases; on average as tube 
diameter doubles, the fuel mass flow rate at which quenching occurs increases by 30%. This 
is attributed to increased heat losses associated with larger fittings (Butler et al., 2009). 

 
Figure 3.3 Hydrogen, methane, and propane quenching limits for leaky compression fittings: 

tube diameter 6.3 mm and vertical, horizontal and inverted release orientations (left); 
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vertically oriented releases and tube diameters 3.1, 6.3 and 12.6 mm (right). The upstream 
absolute pressure was 4 bar (Butler et al., 2009). 

3.1.2 Jet fires (UU) 
Jet fire types and length 

A jet fire is a typical scenario for hydrogen accidents. Statistics show that in most situations 
accidental hydrogen releases will be ignited (Astbury & Hawksworth, 2007). One of the key 
parameters necessary for hydrogen safety engineering and assessment of the safety of a 
specific engineering installation is the jet flame length. The jet flame length is a key 
parameter because it is required to calculate separation distances. 
The prediction of laminar and turbulent non-premixed hydrogen jet flame lengths has been 
the subject of studies starting from the seminal work of Hawthorne et al. (1949). 
Traditionally, the research concentrated on the development of correlations for the 
dimensionless flame length in terms of the burner nozzle diameter and Froude number (Fr). 
These early studies neglected to quantify the flame length in terms of the Reynold (Re) 
number or Mach (M) number. 
To distinguish between purely diffusion flames, when a flow from a burner is laminar, and 
turbulent flames from the same burner the last are referred as turbulent non-premixed flames. 
Figure 3.4 shows progressive change of the flame height with the nozzle velocity during 
transition from laminar diffusion to fully developed turbulent non-premixed flame as 
observed by Hawthorne et al. (1949). In the beginning the increase of nozzle velocity leads to 
the increase of flame length for laminar flames. As the jet velocity at the nozzle increases, the 
laminar flame height reaches its maximum and starts to decline as the flame becomes 
turbulent stating from its tip. This transition from vertical laminar diffusion flame to turbulent 
flame occurs at a Reynolds number of around 2000. After transition to turbulent flame is 
complete, further increase of fuel gas flow rate has no effect on the flame length as long as it 
is sufficient to produce a fully developed turbulent flame according to experiments with 
expanded jets conducted by Hawthorne et al. (1949). 

 
Figure 3.4 Progressive change from laminar diffusion flame to fully developed turbulent non-

premixed flame (Hottel & Hawthorne, 1949). 



 
  154/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

Based on the experiments with expanded jets, Hawthorne et al. (1949) concluded, that for the 
fully developed turbulent flames the flame length LF is proportional only to the nozzle 
diameter D and does not depends on the release rate. The dimensionless length of a free 
turbulent flame jets can be expressed as 
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where s is the distance from the breakpoint (see Figure 3.4) to the nozzle, Tα  is the ratio of 
reactant moles to product moles for a stoichiometric mixture, adT  is the adiabatic flame 
temperature, NT is the temperature of fluid in the nozzle, stC is the mole fraction of the gas 
released from the nozzle in a stoichiometric mixture with air and MS/MN is the ratio of 
molecular masses of the ambient and released from gases. Using Eq. (3.3), Hawthorne et al. 
(1949) calculated the dimensionless expanded jet flame length to be equal to LF/D = 152. 

Hawthorne et al. (1949) also demonstrated that the actual variation of hydrogen concentration 
(normalised by axial concentration) over a cross-section of turbulent jet fire (normalised by a 
jet width where concentration is half of the maximum concentration) is independent of the 
distance from the nozzle. This is an important observation which can be used for validation of 
computational fluid dynamics (CFD) simulations of subsonic jet fires. 

Hawthorne’s pioneering work was followed by a large body of experimental and theoretical 
research, producing measurements of jet flame length under a variety of release conditions. 
These experimental data and theoretical considerations have been used in the development of 
correlations aimed at predicting the jet flame length as a function of the release parameters. 

Golovichev & Yasakov (1972) theoretically predicted the maximum flame length to nozzle 
diameter ratio LF/D = 220. The maximum measured value for a subsonic release, i.e. 
expanded jet, was LF/D = 205 at a velocity of 365 m/s. (Baev et al., 1974; Baev & Yasakov, 
1974) undertook a systematic attempt to investigate flame length over the entire range of 
release rates from plumes to jets (Becker & Liang, 1978), conducting more than 70 
experiments with release Mach number ranging from 0.25 to 3.08 and nozzle diameter from 1 
mm to 16.65 mm. The basic flame length equation derived in these studies is similar to Eq. 
(3.3) obtained by Hottel & Hawthorne (1949), but additionally accounts for the effects of 
compressibility (Becker & Liang, 1978). The resulting flame length correlation was presented 
in terms of the Froude number. In spite of the understanding of the role of the Re and M 
numbers, the experimental flame length data were presented as a function of the Froude 

number 
gD
UFr N

2

= . Baev et al. (1974) had theoretically shown that for momentum-dominated 

jets the flame length is proportional to the Reynolds number LF ~ Re, which means that the 
dimensionless flame length LF/D is constant for sonic (choked) expanded jets assuming that 
both the density and the viscosity remain constant.  

For the lower Reynolds numbers, (Baev & Yasakov, 1974) showed theoretically that 
depending on the nozzle diameter (and therefore Froude number) there will be a characteristic 
peak in LF(Re) function, previously mentioned by Hottel & Hawthorne (1949) (Figure 3.5). 
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Figure 3.5 The theoretical (left, Baev & Yasakov, 1974) and experimental (right, Shevyakov 

& Komov, 1977) dependence of the flame length to diameter ratio LF/D as a function of 
Reynolds number ( Re) for different nozzle diameters D. Dotted horizontal line indicates a 

turbulent flame length limit (Baev & Yasakov, 1974). Numbers on the right figure correspond 
to different nozzle diameters D, mm: 1 – 1.45; 2 – 1.9; 3 – 2.9; 4 – 4.0; 5 – 6.0; 6 – 10.75; 7 – 

15.5; 8 – 21; 9 – 51.7 (Shevyakov & Komov, 1977). 

Baev & Yasakov (1974) analysis suggested that the ratio of maximum laminar to maximum 
turbulent flame length is Ll/Lt = 1.74 and is independent of fuel type. This ratio decreases with 
the increase of nozzle diameter D (see Figure 3.5, left). Their experimental data gave a 
maximum LF/D = 230 for laminar jet flames and a LF/D = 190 for turbulent jet fires. These 
theoretical conclusions were confirmed by experiments carried out by Shevyakov & Komov 
(1977) that are shown in Figure 3.5 (right). In these experiments dimensionless flame length 
LF/D measurements were similar to those predicted by Baev & Yasakov (1974) for small 
nozzle diameters, and approached a limit of LF/D = 220-230 at high Reynolds numbers. This 
experimental data is above a turbulent jet flame limit LF/D = 190 measured by Baev & 
Yasakov (1974) and similar to the limit LF/D = 230 measured by (Baev et al., 1974) for 
laminar jet flames.  

A wide range of experiments for subsonic vertical hydrogen jet fires, covering the range of 
conditions from buoyancy-controlled to subsonic momentum-dominated, had been conducted 
by Shevyakov and colleagues (Shevyakov & Komov, 1977; Shevyakov & Savelyeva, 2004). 
Application of regression analysis to these results plotted against Froude number lead to the 
piecewise-linear correlation 
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which can be used to reconcile the differences in measured LF/D experimental data by 
different researchers at different Froude numbers. 

Kalghatgi (1984) published experimental data from more than 70 tests with nozzle diameters 
in the range 1.08-10.1 mm, both with subsonic and sonic hydrogen jet flames (Figure 3.6, 
left). The maximum measured flame lengths agree well with the modified Shevyakov’s 
correlation (Eq. (3.4)). Examination of Figure 3.6 (left) leads to two important conclusions 
valid for both subsonic and sonic flows: 1) flame length grows with mass flow rate when the 
nozzle diameter is fixed (D = const), and 2) flame length grows with nozzle diameter when 
the mass flow rate is fixed ( constm = ). It is seen that the hydrogen flow rate does appear to 
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be a factor in determining jet flame length. The dependence of flame height on mass flow rate 
implies that non-ideal behaviour of hydrogen at high pressures should be accounted for in the 
development of jet flame length correlations. Flame length dependence on both flow rate and 
nozzle diameter observed by Kalghatgi (1984) was later confirmed by (Schefer, 2006). 

 
Figure 3.6 Experimental data by Kalghatgi (1984) on hydrogen jet flame length for subsonic 
and sonic jet fires for different nozzle diameters and different mass flow rates plotted in the 
original mL f −  (left), and new 2/1)( DmL f ⋅−   (right, Molkov & Saffers 2013) coordinates. 

Arrows in the left figure indicate the transition from subsonic (to the left of the arrow) to 
sonic flow. Hollow circles in the right figure correspond to original coordinates, filled circles 

to subsonic and filled diamonds – sonic jet fires. 

Accordingly, Molkov, (2009) proposed a correlation based on the similitude analysis, which 
includes the dependence of flame length on both nozzle diameter and mass flow rate. 
Utilization of the new similarity group 2/1)( Dm ⋅ has significantly improved the convergence 
of the flame length data by Kalghatgi (1984) for both subsonic and sonic jets (see Figure 3.6 
right). 

Studies of jet flame length in the wide range from buoyancy- to momentum-controlled 
turbulent non-premixed expanded jet flames was performed by (Delichatsios, 1993), 
suggesting the relation in the form 2/1)/)(1(23/ SNF DL ρρν += , where ν  is the air to fuel 
mass stoichiometric ratio, which gives maximum LF/D = 210 ratio for the release of expanded 
hydrogen into the still air.   

Blake & McDonald (1993) showed that for upward turbulent diffusion flames the 
dimensionless flame length LF/D is a function of a density weighted Froude number (inverse 
Richardson number) and a flame density to ambient density ratio.  

Mogi et al. (2005) studied horizontal hydrogen jet flames from convergent nozzles of 0.1-4.0 
mm exit diameter in the range of overpressures 0.01-40 MPa. The experimentally measured 
dimensionless flame length increases with the spouting pressure (static pressure measured 
close to nozzle exit) as 436.05.523/ PDLF ⋅= , where pressure P is measured in MPa. This 
correlation gives maximum LF/D = 254 for subsonic flows (at the spouting pressure 0.19 
MPa), which is somewhat above the maximum value LF/D = 230 obtained for expanded jets. 
These results prompted Mogi et al. (2005) to propose that a flame length can be expressed as 
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a function of flow rate regardless of nozzle diameter; this however lead to significant 
scattering of experimental data obtained for different nozzle diameters, similar to the one 
observed by Kalghatgi (1984). 

Further experiments were conducted by (Schefer, 2006), who investigated hydrogen vertical 
hydrogen jet flames for both subsonic and sonic (choked) flows at pressures up to 17.2 MPa. 
This study confirmed Kalghatgi (1984) conclusion that flame length increases with both mass 
flow rate and jet nozzle diameter. Imamura et al. (2008) carried out a series of experiments 
investigating the dependence of flame shape on the nozzle diameter (in a range of 1 – 4 mm) 
and spouting pressure (in a range of 0.5 – 3.0 MPa). Proust et al. (2011) published 
experimental results on horizontal hydrogen jet flame in the widest range of pressures 1-90 
MPa and leak diameters 1, 2, 3 and 10 mm. Studer et al. (2009) published results of 
experimental study on hydrogen jet fires. Hydrogen was released horizontally from a storage 
tank at 10 MPa through a flexible pipe with internal diameter of 15 mm.  

The majority of the correlations for jet flame length proposed by these and other researchers 
were based on the Froude number in one or another form. One of the exceptions was 
previously mentioned work by Mogi et al. (2005), whose proposed correlation was based on 
the flow rate. Correlation proposed by (Schefer, 2006; Schefer et al., 2007) incorporates data 
on under-expanded jet fires. To include under-expanded jet fires into the dimensionless 
correlation (Schefer et al., 2006) substituted actual nozzle diameter by effective (notional) 
nozzle diameter in the form 2/1)/(/ SSNNeff UUDD ρρ= . Molkov & Saffers (2013) 
consolidated experimental data reported by different authors in the Fig. 3.1.2.4, using 
coordinate system proposed by (Schefer et al., 2007). 

 
Figure 3.7 The Froude number-based flame length correlation in coordinates used by Schefer 

et al. (2007) with the extended range of experimental data on under-expanded jet fires 
(Molkov & Saffers, 2013). 
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Parameters at the notional nozzle exit, used to build the correlation in Figure 3.7 for the flame 
length, were calculated using the under-expanded jet theory by Schefer et al. (2007). The 
dimensionless flame length and Froude number coordinates in the Figure 3.7 can be expressed 
as 
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Schefer et al. (2007), where fS is mas fraction of fuel at stoichiometric conditions, fT∆ is the 
peak flame temperature rise due to combustion heat release, and TS is the ambient air 
temperature. 

Figure 3.7 demonstrates that flame length data become unacceptably scattered in the 
momentum-dominated area of the correlation with large Froude numbers, which are 
characteristic for leaks from high pressure hydrogen equipment. It confirms the conclusion 
drawn from the analysis of Kalghatgi (1984) was later confirmed by (Schefer et al., 2006) 
results, that the flame length correlations based on the functional dependence on Froude 
number alone does not work well for under-expanded jet fires.  

Molkov (2009) used the same 2/1)( DmL f ⋅−  similitude analysis inspired coordinates, which 
was successfully used to collapse Kalghatgi’s (1984) experiments results (Figure 3.6, right), 
to a wider range of experiments. Resulting correlation is shown in Figure 3.8. 

 
Figure 3.8 The dimensional correlation for hydrogen jet flame length (Molkov, 2009a). 

In Figure 3.8 the experimental data obtained by different research groups are collapsed onto 
the same curve. The best fit line can be expressed as 
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347.0)(76 DmL f ⋅⋅=  , (3.7) 

where LF is the dimensional flame length (measured in meters), D is the actual nozzle 
diameter, m, and m is the mass flow rate, kg/s. Additional advantage of this correlation over 
the one depicted in Figure 3.7 is that it requires knowledge of only the actual leak diameter 
and the mass flow rate, rather than the parameters at the notional nozzle. The mass flow rate 
can be calculated using any validated under-expanded jet theory. 

The upper limit curve for the experimental flame lengths in Figure 3.8 (i.e., conservative 
estimate), can be written as  

347.0)(116 DmL f ⋅⋅=  , (3.8) 

which produces flame length 50% longer than the best fit line described by Eq. (3.7). It can be 
seen from Figure 3.8 that the dimensional correlation Eq. (3.7) provides good agreement with 
experimental data for high flow rate jet fires. It is somewhat worse for the smaller flow rate 
flames. The characteristic peak in the dependence LF/D = f(Re) for small diameters (see 
Figure 3.5) is one of possible reasons for the larger scattering in the experimental data in the 
low flow rate limit. Caution, therefore, must be exercised when applying the correlation to 
small diameter leaks.  

Most of the previously discussed correlations distinguished two regimes of jet fires. The first 
regime is buoyancy-controlled jet fire. This regime is characterised by lower Froude number, 
and the dimensionless flame length LF/D grows with Fr number. The second regime is 
momentum-dominated jet flame. This regime is characterised by higher Froude numbers 
compared to the buoyancy-controlled regime. For this regime it has been demonstrated that 
the dimensionless flame length is independent of Froude number.  

This statement, however, was only derived for expanded jets. Hydrogen jets from storage 
tanks and equipment at pressures up to 100 MPa, commonly used in hydrogen-related 
infrastructure, will be mainly in a form of under-expanded jet. The under-expanded jet is 
defined as a jet with pressure at the nozzle exit is above the atmospheric pressure (see section 
1.1.7). Jet fires originating from under-expanded jets present a particular important problem 
for hydrogen safety studies, since under-expanded hydrogen flames can reach tens of meters 
from current pressure relief devices for on-board storage of hydrogen-fuelled vehicles, and up 
to hundreds of meters for large diameter high pressure industrial hydrogen pipes. Recent 
study (Molkov & Saffers, 2013) expands the current classification of jet fires to include 
under-expanded jet fires through the development of a novel correlation for jet fires that 
comprises dependence on Fr, Re and M numbers. 

As have been shown in the preceding discussion, theoretical and experimental results indicate 
that the flame length has to be a function of not only the Froude number (Fr) but also the 
Reynolds (Re) number and the Mach (M) number. The analysis of previous research leads to 
a conclusion that it is impossible to build a universal correlation applicable to both expanded 
and under-expanded jet fires based on only one of these three similarity groups. Molkov & 
Saffers (2013) proposed a new approach to correlation of the experimental data by 
introducing dimensional correlation. 

The dimensional correlation of the type 347.0)(76 DmLF ⋅⋅=  (Molkov, 2012) can be 
approximated as 3/1)(~ DmLF ⋅ . The mass flow rate, by definition, is 2~ Dm . After 
substituting 2~ Dm into relationship for FL  it appears that the dimensionless flame length 
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DLF /  does not depend explicitly on the diameter D. This basic hypothesis has been used by 
Molkov & Saffers (2013) to develop a novel dimensionless correlation for the jet flame 
length, which is supported by the experimental data analysis. After eliminating D, the only 
remaining dependence of the dimensionless flame length, DLF /  is on the “residual” 
parameters in the mass flow rate, i.e. density Nρ  and velocity NU  at the nozzle exit, which 
for simplicity are assumed to be uniform. The density and velocity are normalized as SN ρρ /
and SN UU / respectively, where NU  is the speed of sound at conditions of gas in the nozzle 
and Sρ  is the density of the surrounding air. Assuming that the kinetic energy flux in the 
nozzle exit is a conserved scalar of the process, density and the velocity in the dimensional 
group can be related as 3)/()/( NNSN CU⋅ρρ . 

Figure 3.1.2.6 presents a novel dimensionless hydrogen flame length correlation (Molkov & 
Saffers, 2013). In this correlation the experimental data on flame length are normalized by the 
actual (not notional) nozzle diameter, and are correlated with the product of the dimensionless 
density ratio SN ρρ / and the Mach number (ratio of the flow velocity to the speed of sound at 
the actual nozzle exit) to the power of three 33 )/( NN CUM = . 

One of the advantages of this correlation is that it utilizes parameters at the exit of the actual 
rather than notional nozzle. These parameters are nozzle diameter, hydrogen density and flow 
velocity, the speed of sound at the pressure and temperature at the nozzle exit. The use of the 
correlation requires application of an under-expanded jet theory described in the section 1.1.7. 
Calculation of flow parameters in the actual nozzle exit can be carried out with less 
uncertainty compared to uncertainties at the notional nozzle. Indeed, it is well known that 
there exists a strong non-uniformity of velocity immediately downstream of the Mach disk 
that deviates from the common for all under-expanded jet theories assumption of uniform 
velocity at the notional nozzle exit. By utilizing the parameters at the actual nozzle it is 
possible to ovoid these complications. 

The hydrogen flow parameters at the nozzle exit for experiments presented in Figure 3.9 are 
taken either directly from the experiments or calculated by the under-expanded jet theory 
(Molkov et al., 2009). The details of experiments used to underpin the dimensionless 
correlation are given in (Molkov & Saffers, 2013). New correlation covers the whole 
spectrum of hydrogen reacting leaks, including laminar and turbulent flames, buoyancy- and 
momentum-controlled fires, expanded (subsonic and sonic) and under-expanded (sonic and 
supersonic) jet fires.  

The dimensionless group derived for correlating the dimensionless flame length can be 
rewritten in terms of Re and Fr numbers as follows 

Fr
C

g
CU

NS

N
NNSN ⋅⋅=⋅ Re)/()/( 3

3

r
µ

rr , (3.9) 

where the viscosity was calculated as ( ) ( ) 2/3
293 293/))(293( NsuthNsuthN TKTK ⋅++= µµ  

(Sutherland constant for hydrogen was taken as KSuth = 72 K and the dynamic viscosity as 
6

293 1076.8 −×=µ Pa s), and Re and Fr numbers are determined by parameters of hydrogen 
flow in the actual nozzle exit as NNN DU µρ /)(Re ⋅⋅= ⋅ and . )/(2 DgUFr N ⋅=  
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The form of the dimensionless group in the left hand side of Eq. (3.9) suggests that for 
subsonic flows, when M < 1, the dimensionless flame length depends only on the nozzle 
Mach number, since the density ratio SN ρρ /  is, assuming constant temperature in the nozzle, 
effectively a constant for expanded jets (Molkov & Saffers, 2013). For choked flows (M = 1), 
the dimensionless flame length depends only on the hydrogen density in the nozzle exit Nρ . 
The density increases with the increase of storage pressure and the decrease of temperature. 
The form of the right hand side of Eq. (3.9) indicates that at a constant temperature of 
hydrogen in the nozzle exit (that provides the constancy of the speed of sound NC ) the 
dimensionless flame length depends on both Re and Fr numbers, contradicting previous 
correlations built on Froude number only. 

New correlation allows to identify three distinct parts (see Figure 3.9, from the left to the 
right): traditional buoyancy-controlled, traditional momentum-dominated “plateau” 
(expanded jets), and new momentum-dominated under-expanded jet fire “slope” part. These 
three parts can be approximated by the following equations (conservative curves) respectively 
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(3.10) 

There is a saturation of DLF /  for expanded jet fires as the flow velocity in the actual nozzle 
exit is approaching the speed of sound. The value of this saturation limit DLF /  = 230 
reproduces results of a number of previous studies with expanded jets, though in the new 
coordinates. However, there is no saturation of the dimensionless flame length for choked 
under-expanded jet flames. Reported in recent under-expanded jet fire experiments (Proust et 
al., 2011) values are significantly higher compared to the limit DLF / = 230 – up to and above 

DLF / = 3000, indicating that the previous assumption of momentum dominated flame length 
is constant is incorrect. 

In the new correlation, three distinct regimes of jet fires are identified, changing from 
traditional buoyancy-controlled at low values of dimensionless group 3)/()/( NNSN CU⋅ρρ , 
to traditional momentum-dominated “plateau” at moderated values, and finally to momentum-
controlled under-expanded jet fire regime at higher values of 3)/()/( NNSN CU⋅ρρ . 
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Figure 3.9. The dimensionless correlation for hydrogen jet flames (in formulas “X” denotes 

the similarity group ( 3)/()/( NNSN CU⋅ρρ  (Molkov & Saffers, 2013). 

The shape of data in Figure 3.9 has a physical meaning based on the knowledge of jet flame 
behaviour. For example, the dimensionless flame length, DLF / , increases for laminar and 
transitional flames (usually identified as “buoyancy-controlled” regime, low Re), then it is 
practically constant for transitional and fully developed turbulent expanded flames 
(“momentum-dominated” regime, moderate Re), and it increases again for under-expanded 
jets (higher Re). The last is due to the fact that the dimensionless flame length is defined 
through the actual nozzle exit diameter, which is a constant, while in reality the under-
expanded jet expands to atmospheric pressure at the notional nozzle exit which increases with 
increase of density in the nozzle. 

Figure 3.10 demonstrates changes of dimensionless numbers Re, Fr, M (for the experiments 
used for the development of the dimensionless correlation) as a function of the similarity 
group 3)/()/( NNSN CU⋅ρρ . The analysis of Re, Fr, M functional dependence on the 
similarity group shows that for under-expanded jets the dimensionless flame length growth 
depends practically on Re only. Indeed, the nozzle flow for under-expanded jets is choked, 
i.e. local M = 1, and the nozzle Fr number is practically constant also (the scattering of Fr is 
due to difference in nozzle diameters of about one order of magnitude). 

There are five dashed thick lines in Figure 3.10. Line Re = 2000 indicates the start of 
transition from laminar to turbulent nozzle flow. Close to (or immediately above) this line 
there are experimental points with laminar jet flames and jet flames in the transitional regime. 

http://www.sciencedirect.com/science/article/pii/S0360319912019568#gr9
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Horizontal line M = 1 indicates a choked flow limit. Subsonic expanded jets have M < 1 and 
sonic and supersonic (relevant to flow in the notional nozzle) under-expanded jets have M = 1 
in the nozzle exit. There is some scattering of data around M = 1 due to experimental data and 
data processing errors. Horizontal line Fr = 106 is an approximate division between buoyancy-
controlled (Fr < 106) and momentum-dominated (Fr > 106) jets established previously for 
expanded jets. 

Vertical line at a value of the similarity group 0001.0)/()/( 3 =⋅ NNSN CUρρ conditionally 
separates buoyant jet fires (to the left from the line) and momentum jet fires (to the right from 
the line). Finally, vertical line denoted M = 1 divides subsonic (to the left) and sonic or 
chocked (to the right) jets in the nozzle exit. 

In log–log coordinates used in Figure 3.10, Froude number increases linearly with the 
similarity group 3)/()/( NNSN CU⋅ρρ for expanded jet fires. There is practically no change of 
Fr for under-expanded jets in this system of coordinates (scattering is mainly due to difference 
in nozzle sizes). There is a slight growth of Re with the similarity group for buoyant jets, 
moderate increase in traditional momentum-dominated area, and comparatively steep growth 
of Reynolds number in the area of under-expanded jet fires that are all momentum-dominated. 

 
Figure 3.10. Dimensionless numbers Re, Fr, M as a function of the new similarity group for 

experiments used to build the dimensionless correlation. 

Effect of nozzle shape on flame length 

The effect of the nozzle shape on hydrogen flame length and width was experimentally 
investigated by Mogi & Horiguchi (2009). Experiments were carried out at the release 
pressure of 40 MPa, ensuring that the reacting flow was in the momentum-dominated regime. 
The measured flame lengths and widths are presented in Figure 3.11 (Mogi & Horiguchi, 
2009). For plane nozzles the flame length is approximately twice shorter than for the round 
nozzle of the same cross-section area, whereas the maximum flame width is approximately 
twice wider than that for the round nozzle.  

http://www.sciencedirect.com/science/article/pii/S0360319912019568#gr10
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Figure 3.11. Flame length (left) and flame width (right) for three different nozzles of the same 

cross -section area: round nozzle of 1 mm diameter, plane nozzle with aspect ratio AR=5, 
plane nozzle with AR=12.8 (Mogi & Horiguchi, 2009). 

Effect of jet attachment on flame length 

It is known from fire safety science that the flame length of fire increases when the fire source 
is attached to wall. The effect is even stronger if the same fire is placed in a corner. The 
phenomenon is explained by the change in the air entrainment rate. 

Royle & Willoughby (2009) measured the increase of the flame length due to attachment to 
ground. In these experiments hydrogen was released horizontally from storage at 20.5 MPa 
through nozzles of various diameters listed in Table 3.1.2.1 and ignited producing jet fire. For 
the free jet series of experiments the nozzle was located 1.2 m above the ground, while for the 
attached jet series the nozzle located only 0.11 m above the ground. 

The increase of the flame length due to the jet attachment is apparent from the Table 3.1. It 
can be noted that the effect of jet flame attachment on its length growth decreases with the 
increase of the nozzle diameter. This can be explained by the change of air entrainment 
conditions, as well as the effect of momentum losses of the high velocity jet on the surface 
due to nonslip conditions. 

Table 3.1. Free and attached jet flame length comparison (Royle & Willoughby, 2009). 

D (mm) Free jet flame length (m) Attached jet flame length (m) 

1.5 3 5.5 

3.2 6 9 

6.4 9 11 

9.5 11 13 
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3.1.3 Impinging jets (HSL) – DONE 

3.1.3.1 Introduction 
In the context of hydrogen installations, and in particular hydrogen refuelling stations, an 
impinging fire could result from an ignited jet impacting upon an object, such as a process 
vessel. This may result in a number of consequences: 
• Displacement of the object hit by a high momentum jet release 
• Ablation of any passive fire protection material (if present) 
• Vessel failure due to high temperatures and/or thermal expansion 
• Boiling Liquid Evaporating Vapour Explosion (BLEVE) due to evaporation of flammable 

liquid within the vessel leading to vessel failure and ignition 

To protect against impinging jet fires, barriers in the form of metal sheets, brick or breeze 
block walls are sometimes used. The effectiveness of these barriers against ignited high 
pressure releases were investigated experimentally in the HyPer project (Hyper project). 
Similar experiments have also been performed by Sandia National Laboratories in the USA 
(Diop et al., 2008). One of the findings of these experiments was that the barrier could in fact 
increase the radiative heat transfer received by an object depending on the angle of the 
wall/barrier, distance and height of the release point in relation to the barrier. 

The behaviour of high-pressure, impinging jets is complex and challenging to model using 
CFD.  The following processes are involved: 

• Fluid flow 
• Combustion 
• Convective heat transfer from the flame to the surface of the object 
• Conductive heat transfer (both through the fluid and the solid object) 
• Radiative heat transfer within the flame and between the flame and its surroundings. 

The following sections review flow behaviour and turbulence modelling approaches: 

In a high-pressure gas release, close to the jet exit the under-expanded jet may feature 
complex shock structures, such as oblique and normal shockwaves. To model this behaviour 
accurately using CFD requires a fine mesh resolution and short time steps. The turbulence 
model may also need to be modified to account for compressibility effects (Sarkar & 
Lakshmanan, 1991). When the jet impacts upon the solid surface there is a stagnation point 
and strong streamline curvature. Within this region, turbulence is generated from high normal 
strain rates (rather than shear strain rates). Standard turbulence models that assume turbulence 
to be in local equilibrium therefore generally do not perform well.  

Often the flow behaviour close to jet exit within the under-expanded region is not of great 
interest. Instead, the main focus of the study may be to understand the effect of the jet 
impinging on the obstacle. In such cases, rather than to resolve the complex near-field flow 
behaviour, a pseudo-source approach can be used. The region between the jet exit and the 
point where the pressure has fallen to reach atmospheric pressure is then not simulated. 
Instead, a new jet inlet is applied in the CFD model a short distance downstream from the 
actual jet exit. The flow conditions at this new inlet are calculated from empirical correlations 
(see, for example: (Birch et al., 1984, 1987; Ewan & Moodie, 1986; Houf & Schefer, 2007)). 
There are a number of advantages of the pseudo-source approach. A coarser mesh resolution 
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can be used with larger time steps thus leading to shorter computer run times. It may also be 
unnecessary to apply corrections for compressibility effects to the turbulence model.  

There are various options available to account for the effect of turbulence in the flow 
downstream from the under-expanded region. The two main types of approach involve 
Reynolds-Averaged Navier-Stokes (RANS) or Large Eddy Simulation (LES) models. 

RANS models range in complexity from simple algebraic expressions to complex Reynolds 
stress transport models (RSTMs) that involve the solution of seven or more transport 
equations. For industrial flow applications, the most popular RANS models are the two-
equation k-ε , k-ω and SST models.  

The standard k-ε model (Launder & Spalding, 1972; Jones & Launder, 1972) is known to 
produce poor predictions in impinging jets. The problems are particularly acute when the low 
Reynolds number variant of the model is used (Launder & Sharma, 1974), where a fine near-
wall grid is needed to resolve the flow behaviour close to the wall surface. This weakness 
stems from the fact that the model assumes the production of turbulence energy to be 
proportional to the strain rate squared (Pk ∝ S2), whereas in reality it is proportional to the 
strain rate at the stagnation point (Pk ∝ S). As a consequence, the k-ε model over-predicts the 
turbulence energy, which leads to excessively high predictions of heat transfer at the 
stagnation point. 

Various corrections have been proposed to overcome this problem. The “Yap” correction 
(Yap, 1987) and differential length-scale correction of Iacovides & Raisee (1997) both help to 
decrease the turbulent kinetic energy, but the predicted heat transfer rate may still be over-
predicted by a factor-of-two at the stagnation point. An alternative solution was proposed by 
Durbin (1996), who proposed a realizability limit on the turbulence time-scale (T = k/ε). 
Abdon & Sundén (2001) showed that this correction improves heat transfer predictions when 
used in conjunction with a k-ε model in impinging jet flows. Behnia et al. (1997, 2005) also 
demonstrated that it performs well with the four-equation v2-f turbulence model  

The Shear Stress Transport (SST) model (Menter, 1992, 1994) is a hybrid turbulence model 
that uses the k-ω model (Wilcox, 1988, 2006) in near-wall regions and the k-ε model 
elsewhere in the flow domain. It was shown to accurately predict the heat transfer in 
impinging jets well by (Vieser et al., 2004). 

A slightly dated but informative comparison of the relative performances of different 
turbulence models was produced by Zuckerman & Lior (2006) (see   
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Table 3.2). They suggested that the SST model or the v2-f model, while not perfect, offered 
the best compromise between accuracy and computational effort. 

  



 
  168/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

Table 3.2. Comparison of turbulence models used for modelling impinging jet heat transfer 
(Zuckerman & Lior, 2006). 

Turbulence model Computational cost Impingement jet 
transfer coefficient 

Ability to predict 
second peak 

k-ε ****3 
Low 

* 
Poor; Nu error 15-
60% 

* 
Poor 

k-ω **** 
Low-moderate 

** 
Poor-fair; expect 
errors to be at least 
10-30% 

** 
Fair; may predict 
incorrect location or 
magnitude 

Realizable k-ε and 
other variants 

**** 
Low 

** 
Poor-fair; expect 
errors to be 15-30% 

** 
Poor-fair; may 
predict incorrect 
location or 
magnitude 

Algebraic stress 
transport model 

**** 
Low 

** 
Poor-fair; expect Nu 
error to be at least 
10-30% 

* 
Poor 

Reynolds stress 
transport models 

** 
Moderate-high 

* 
Poor; anticipate Nu 
error to be 25-100% 

** 
Fair 

Shear stress transport 
(SST) 

*** 
Low-moderate 

*** 
Anticipate Nu error 
to be 20-40 % 

** 
Fair 

v2-f *** 
moderate 

**** 
Excellent; Nu error 
between 2–30 % 

**** 
Excellent 

DNS/LES * 
Very High 

**** 
Good-excellent 

**** 
Good-excellent 

The use of LES models to simulate impinging jets involves significantly greater computing 
resources than for RANS models. An early example of LES being used to simulate heat 
transfer from a hot jet to a wall is the work by Hällqvist (2006), who used an implicit LES 
approach without a sub-grid scale (SGS) model and without explicit filtering. Hällqvist 
(2006) found that the shape of the mean inlet velocity profile had a significant influence on 
the model predictions, whereas the characteristics of the turbulent fluctuations imposed on the 

                                                 
3 The number of stars indicates the level of suitability of a model’s characteristics for modelling impinging jet 
heat transfer; more stars indicate greater suitability. The size of the error in the calculated Nusselt number comes 
from Zuckerman and Lior (2006). 
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inlet profiles had only secondary effects. The best approach to create the jet inlet profiles 
involved using a precursor pipe flow simulation.  

More recently, (Bovo, 2011) modelled heated jets impinging on a flat plate using three 
different approaches: i) steady RANS (standard k-ε and v2-f models), ii) Detached Eddy 
Simulation (i.e. a blend of LES with a near-wall RANS model), and iii) LES. The best 
agreement between the calculated and measured heat transfer was achieved with the v2-f 
model. 

In addition to the choice of turbulence model, the choice of wall treatment can have a 
significant impact on the accuracy of CFD model predictions in impinging flows. Standard 
wall functions typically assume zero pressure-gradient, wall-parallel flow, which can lead to 
poor predictions in impinging flows where the boundary layer is not in equilibrium. This issue 
was investigated by Craft et al. (2004), who compared a standard log-law wall function to an 
alternative embedded-grid wall function and a boundary-layer resolving approach in an 
impinging jet flow. The heat transfer rate was predicted poorly using the standard wall 
function. Good results were obtained by both the embedded-grid wall function and the 
boundary-layer resolving approach with a non-linear version of the k-ε model. 

3.1.3.2Combustion 
There are a number of CFD combustion models of different degrees of complexity. The 
popular Eddy Dissipation Concept (EDC) model (Magnussen & Hjertager, 1977) is based on 
the Eddy BreakUp (EBU) model originally proposed by Spalding (Spalding, 1971, 1977). 
Various refinements have been made to the original EDC model by (Magnussen, 1981; 
Byggstøyl & Magnussen, 1985; Ertesvåg & Magnussen, 2000), and it has been shown to 
provide a good compromise between accuracy and affordability for a number of different non-
premixed flames. 

Johnson et al. (1999) modelled some of the propane and natural gas jet fire tests that were 
performed in Phase 2 of the Blast and Fire Topside Structures (BFETS). The simulations 
resolved the barrel region hence a fine mesh and short time steps were required. In the case of 
the propane jet fires, the impinged object was located just beyond the lift-off height of the 
flame. It was found that a modified version of the premixed laminar flamelet combustion 
model proposed by Gu, (1993) gave the best agreement with the experiments for the lift-off 
region of the flame. However, Johnson et al. (1999) also reported that the non-premixed 
combustion model, laminar flamelet with a ß–Probability Density Function, also provided 
accurate predictions for the bulk of the flame. It is important to note the some of the model 
constants were adjusted for the different combustion models. A Monte Carlo radiation model 
was used and the absorptivity and emissivity was calculated using a wide-band model. 
Comparison of calculated and measured received radiative heat flux on an impinged vertical 
flat surface in a propane jet fire showed that the calculated fluxes were considerably lower for 
many of the radiometer locations. 

Modelling of under-expanded hydrogen jet flames impinging on walls and barriers were 
carried out in the HyPer project, in which the calculated temperatures and heat fluxes were 
compared against experiments carried out by Sandia National Laboratories and University of 
Alabama. Information on these tests can be found on the HyPer project website4 and in the 
paper by Diop et al. (2008). 

                                                 
4 http://www.hyperproject.eu/, accessed 24 July 2014. 

http://www.hyperproject.eu/


 
  170/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

Further information on best practice CFD modelling of under-expanded jets, impinging jets 
and combustion can be found on the online ERCOFTAC Knowledge Base5. 

3.1.4 Flame lift-off and blow-off phenomena (UU) 
A turbulent jet diffusion flame with a sufficiently low release rate will stabalise on the orifice. 
If the fuel flow rate is increased, eventually a critical exit velocity will be exceeded and the jet 
flame will detach from the orifice and re-stabilize at some axial distance downstream. This 
phenomenon is known as flame lift-off and the critical exit velocity at which it occurs is 
called the lift-off velocity.  

A number of studies, such as Muñiz & Mungal (1997) and (Watson et al., 2000, 2003; 
Watson, Lyons, Carter, et al., 2002; Watson, Lyons, Donbar, et al., 2002), have investigated 
stable lifted flame reaction zone structures that settle at moderate downstream positions. If the 
flow rate continue to increase, the reaction zone moves further downstream and eventually it 
enters a region that can no longer support combustion due to the low fuel concentration. This 
condition is known as flame blow-out or blow-off and it leads to flame extinction. The blow-
off condition has been investigated by (Kalghatgi, 1981; Pitts, 1989a; Coats, 1996; Chao et 
al., 2000, 2004). 

Flame stability, therefore, is usually characterized by lift-off velocity, lift-off height, and 
blow-out velocity. The lift-off velocity is defined as the mean jet velocity at which the flame 
becomes detached from the jet exit rim. If the jet velocity is further increased, the flame 
moves downstream to a position where it stabilizes. Lift-off height is the distance between the 
lifted flame base and the jet exit. When the jet velocity reaches the blow-out velocity, the 
reaction cannot be sustained and the flame is extinguished. For positions between the jet exit 
and the flame base, a turbulent mixing region exists which is very similar to that for the 
unignited jet. The stability limits of turbulent jet diffusion flames are important for operation 
of combustion systems and have safety implication for handling combustible fuels. The lift-
off and blow-out behaviours of the turbulent jet diffusion flames have been the subject of 
numerous research efforts. 

The flame lift-off phenomenon has been investigated by many investigators, including 
(Scholefield & Garside, 1948; Wohl et al., 1948; Hottel & Hawthorne, 1949; Peters & 
Williams, 1983; Broadwell et al., 1985; Takahashi et al., 1985; Birch & Hargrave, 1989; 
Dahm & Dibble, 1989; Pitts, 1989a; Yoon et al., 1994). A review of these works is provided 
in Peters (2000). The most successful theories to explain the lift-off and blow-off phenomena 
and predict the lift-off height are the premixed flame propagation models, treating diffusion 
flames as being premixed at the base of the lifted flame, based on the studies of the structure 
of the lifted diffusion flame by Vanquickenborne & van Tiggelen, (1966). Jet fire lift-off and 
stabilization research utilizing this approach include works carried out by (Brzustowski, 1980; 
Giinther et al., 1981; Kalghatgi, 1984; Broadwell et al., 1985; Pitts, 1989a,b, 1991), and in the 
context of flame stability, by Annushkin & Sverdlov (1979) and Hall et al. (1980). A 
characteristic of premixed flames is the existence of a flame velocity at which the flame 
propagates with respect to the unburnt mixture. In the diffusion flame mixing is considered to 
occur prior to onset of combustion, and the base of the diffusion flame is assumed to be 
stabilized by propagation of a turbulent premixed flame against the mean flow. 
This approach is convenient for predicting lift-off heights and blow-off velocities. Under 
turbulent conditions, turbulent mixing can be calculated without combustion to obtain local 

                                                 
5 http://www.ercoftac.org/products_and_services/wiki, accessed 24 July 2014. 

http://www.ercoftac.org/products_and_services/wiki
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average values for the mixture ratio, the flow velocity and the turbulence intensity and scale, 
which in turn provides a turbulent burning velocity (from measurements of premixed flames). 
Near the orifice, the average flow velocity exceeds the turbulent burning velocity. Further 
downstream a position is reached where these two velocities become equal, defining lift-off 
height. Increasing jet exit velocity increases the local average flow velocity and thereby 
causes the lift-off height to increase. At sufficiently high lift-off velocities the stabilization 
plane is so far downstream from the nozzle that the average concentration becomes fuel lean 
across the entire jet and the turbulent burning velocity sharply decreases. Blow-off then 
occurs as a consequence of either inability to satisfy the equality between flame and flow 
velocities or due to reaching a lower flammability limit (Peters & Williams, 1983). 
The importance of the isothermal mixing process of the jet for jet fire lift-off phenomenon 
was emphasised by Pitts (1989a,b, 1991). The turbulent burning velocity has been one of the 
focus points of the premixed flame stabilization approach. Kalghatgi (1984) assumed that the 
ratio of burning velocity to laminar burning velocity was proportional to the square root of the 
local turbulence Reynolds number based on the integral length scale. He successfully 
correlated the experimental data for CH4, C2H4, C3H8 and H2 into a single formula. Studies by 
Broadwell et al. (1985) and Burgess & Lawn (1999) focused on the role of intermittence and 
large scale eddies associated with premixed combustion. 
A number of researchers had questioned the assumption of quasi-premixed nature of flame in 
lift-off phenomenon (e.g., (Janicka & Peters, 1982), (Peters & Williams, 1983)). In the 
conditions of lifted diffusion flames to those of premixed flames it is implicitly assumed that 
mixing occurs at the molecular level since premixed turbulent flame-speed data assume 
uniform mixtures. Estimation of whether sufficient time is available for a fluid element of 
lifted diffusion flames to approach uniformity prior reaching the flame shows that it appears 
unlikely that sufficient amount of premixing on the molecular level can occur to justify the 
use of the premixed flame concept. Accordingly, Peters (1983) proposed an alternative 
approach in which it has been suggested that the lift-off as well as blow-out characteristics of 
turbulent jet diffusion flames can be explained in terms of the extinction of laminar flamelets. 
Byggstøyl & Magnussen (1985) considered extinction as the mechanism of stabilization as 
well, but focused on the smallest eddies in the flow, rather than strain caused by large scale 
structures. Like the model of Peters & Williams (1983), this theory assumes little premixing 
occurs before the fuel and air reach the flame zone a certain distance downstream of the jet 
exit. This assumption had been called into question by Pitts (1989a) based on the 
experimental results which indicate that the actual case may be more complicated, involving a 
significant degree of premixing at the leading edge ahead of the reaction zone. Subsequent 
work by Watson (1999) and Stårner et al. (1996) support this conclusion. Furthermore, 
Stårner et al. found that the base of lifted flames lies within the flammability limits and the 
maximum temperature gradients occur along the stoichiometric contour. 
 

A number of theories have been developed to determine the mechanism controlling blowout. 
For turbulent flames, Broadwell et al. (1985) proposed that at the blowout velocity, the 
combustion ceases because there is not enough time for the ignition of incoming fuel/air 
mixtures by entrained hot products. This work and research by Miake-Lye & Hammer (1989) 
pointed to the primary role of large-scale structures in facilitating hot-product transport. 
Similarly, Dahm & Dibble (1989) applied a blowout parameter from Broadwell et al. (1985) 
for turbulent jets in coflow and showed that an increased coflow velocity decreased the jet 
blowout velocity. The blowout parameter, based on characteristic ignition time and mixing 
time ratios, was shown to correctly predict blowout trends. Han & Mungal (2000) focused 
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their explanations of blowout phenomenon on the inability of the reaction zone to counter-
propagate against incoming reactants at blowout. Research performed by (Dahm & Mayman, 
1990; Montgomery et al., 1998; Brown et al., 1999; Burgess & Lawn, 1999) addressed the 
related elements of flame blowout; further overview of research in blowout is contained in 
Chao et al. (2004). More recently, Wu et al. (2006) reported on lifted flames near blowout, 
with detailed comments on triple flames in the pulsating region, and describe a proposed 
mechanism of flame pulsation and blowout. Nevertheless, the mechanisms that cause jet-
flame blowout, are still not completely understood and remain the area of active research. 

The relation between flame blow-off and release pressure and orifice diameter has been 
investigated experimentally by Mogi & Horiguchi, (2009) and Okabayashi et al. (2007). The 
combustion states of the flame were investigated under various nozzle diameters and the 
release pressures of hydrogen. Figure 3.12 illustrates the boundaries of a region of flame 
blow-off in the “release pressure – nozzle diameter” space (Mogi & Horiguchi, 2009). It is 
seen that for the release pressure below critical, which is 1.9 times of the atmospheric 
pressure, the flame was found to be lifted, irrespective of the nozzle diameter.  
The lower limit of the pressure for the blow-off is weekly dependent of the nozzle diameter. 
However, the upper limit for blow-off is strongly affected by both the release pressure and the 
nozzle diameter. The release pressure at the upper blow-off limit decreases with an increase of 
the nozzle diameter. For diameters 0.1-0.2 mm the blow–off occurred even in the cases where 
release pressure was increased up to 40 MPa and no self-sustained flames were observed. The 
flame blow-off became impossible for release nozzle diameters exceeding 1.5 mm at any 
pressures. 

 
Figure 3.12. Hydrogen jet flame blow-off region as a function of different leak diameters and 

release pressures (Mogi & Horiguchi, 2009). 
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Figure 3.13 shows similar results by Okabayashi et al. (2007), illustrating the blow-off limits 
obtained with more experiments carried out at high pressures and small diameters. They 
confirmed that sustained jet flame become unachievable for the nozzles with diameters less 
than 0.1 mm even at very high release pressures. 

 
Figure 3.13. Regions of flame blow-off and sustained  

hydrogen jet flames(Okabayashi et al., 2007). 

3.1.5 Fire in enclosure 
The behaviour of a hydrogen fire in a vented enclosure depends on the hydrogen release rate 
and the size of the vent or vents. Three different regimes are possible: well-ventilated internal 
fire, under-ventilated internal fire (sometimes with exterior flames) and external fire. 
Numerical experiments (Molkov et al., 2014) show that for a fixed vent size increasing the 
hydrogen flow rate results in a transition from a well-ventilated internal fire, to an under-
ventilated internal fire and then to an external fire. 
Relatively low release rates in an enclosure with a relatively large vent result in a well-
ventilated fire regime. Figure 3.14, (Molkov et al., 2014) illustrates the dynamics of a well-
ventilated hydrogen jet fire (central cross-section area of the enclosure is shown). The vertical 
vent is located at the left wall. At the end of the numerical experiment the fire is in quasi-
steady state conditions. Bottom left image in Figure 3.14 shows that there is a very slow 
depletion of the initial oxygen layer at the bottom of the enclosure, explained by the 
substantial intake of fresh oxygen from outside the enclosure through the lower part of the 
vent, sufficient to sustain the flame. Temperature contours (Figure 3.14, bottom right) confirm 
the presence of the layer at the bottom where the ambient temperature is maintained. 
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Figure 3.14 Mole fractions of OH (top left), H2 (top right), O2 (bottom left), and temperature 
(bottom right) on a 2D slice through the enclosure centre-line from a simulation of a well-

ventilated fire (Molkov et al., 2014). 

Figure 3.15 shows the transition from a well-ventilated internal jet fire to an under-ventilated 
internal jet fire with external flames from a simulation in which the hydrogen flow rate is 
gradually increased. At early times the fire is similar to the well-ventilated fire with hydroxyl 
mole fraction in the flame at 10 s equal to 0.01 which is characteristic for combustion at 
normal atmospheric conditions (not shown in Figure 3.15). The maximum OH mole fraction, 
however, quickly reduces along with shrinking of the zone where highest mole fraction of OH 
is present. This can be explained by the dilution of the jet flame by entrained combustion 
products. As the combustion rate inside the enclosure decreases after 20 s, the reaction zone 
starts to move out of the enclosure through the vent, setting an external flame which can be 
seen above the enclosure after 50 s. The two top pictures in Figure 3.15 clearly show that the 
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reaction ceases first on the jet flame side that is opposite to the vent which is located at the top 
of the left wall.  

 
Figure 3.15. Mole fractions of OH in the range 6101 −×  ~ 4105 −×  (top left) and OH in the 

range 4105 −× ~ 3101 −×  (top right), H2 (middle left), H2O (middle right), O2 (bottom left) and 
temperature (bottom right) on a 2D slice through the enclosure centre-line from a simulation 

of an under-ventilated jet fire resulting in an external flame (Molkov et al., 2014). 
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Figure 3.15 (top left) demonstrates that there is a continuous reaction zone on both sides of 
the vent. This zone separates fresh air that is entering the enclosure from a mixture of 
hydrogen and combustion products that is flowing out of the enclosure. These two opposite 
direction flows through the vent create a reacting eddy that sits within the enclosure close to 
the vent and stabilises the lower flame edge. The upper edge of the external flame is attached 
to the top edge of the vent. 
Further increase in hydrogen flow rate or reduction of the vent area results in the extinction of 
the flame inside the enclosure. The extinction of a hydrogen flame indoors was first studied 
by Molkov et al., (2013), who considered less effective horizontal vent. It was found that 
there is a period of time from 27.5 s to 70 s when the entire vent area is occupied by the flow 
of air into the enclosure. This is not the case for the transition to the external flame regime 
where the flow out of the enclosure, is always present.  

3.2 Models (UU) 

3.2.1 Governing equations for reacting flows (UU) 
The governing equations for turbulent combustion flows may be expressed in different forms; 
however, they are normally represented as transport equations for conservation of mass, 
momentum and additional scalars that can be used to spatially and temporally resolve the 
thermodynamic state of the mixture (Echekki & Mastorakos, 2011). These equations are 
augmented by initial and boundary conditions, as well as constitutive relations for atomistic 
processes (e.g. reaction, molecular diffusion, equations of state). Therefore, in addition to 
density, transport equations for the evolving composition (e.g. mass or mole fractions, species 
densities or concentrations) and a scalar measure of energy (e.g. internal energy, temperature, 
or enthalpy) have to be solved as well. The following equations represent the compressible 
form of the instantaneous governing equations in non-conservative form for the mass density, 
momentum, species mass fractions and internal energy. A more detailed discussion on the 
various forms and their equivalence, especially for the energy equation can be found in the 
textbooks by Williams (1994) or Poinsot & Veynante (2011). 
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• Species continuity (k=1,···,N) 
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In the above equations, ρ is the mass density; u  is the velocity vector; p is the pressure; kf


 is 

the body force associated with the k-th species per unit mass; τ is the viscous stress tensor; kV


 
is the diffusive velocity of the k-th species, where the velocity of the k-th species may be 
expressed as the sum of the mass-weighted velocity and the diffusive velocity, kVu


+ ; kω is 

the k-th species production rate; e is the mixture internal energy, which may be expressed as 

∑
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/ ρ ; q  is the heat flux, which represents heat conduction, radiation, and 

transport through species gradients and the Soret effect.  

As can be seen, a number of terms in the governing equations are not explicitly expressed in 
terms of the solution vector and must rely on constitutive relations, equations of state or any 
additional auxiliary relations. These terms include expressions for the viscous stress, the 
species diffusive velocities, the body forces, the species reaction rate and the heat flux. The 
bulk of these terms have their origin in the molecular scales, and therefore, the role of 
constitutive relations is to represent them in continuum models. In fact, the use of constitutive 
equations is the first level of multi scale treatment for the modelling of turbulent combustion 
flows.  

It should be noted that the appropriate choice of compressible or incompressible governing 
equations depends on the considered phenomena. Typically, open atmosphere fires or fires in 
a well-ventilated enclosure may be considered as incompressible (though with varying 
density) – flow velocities are low and pressure variations across the domain are too small to 
have an appreciable effect on the density, so the density may be considered as a function of 
temperature and species concentration only, and pressure may be taken as a constant (i.e. 
atmospheric pressure). However, for fires with significant pressure variations, compressibility 
effects may become significant and need to be taken into account. Examples include open 
atmosphere jet fires resulting from releases from a high-pressure hydrogen storage involving 
sonic and supersonic velocities and large pressure gradients near a nozzle, or fires in sealed 
compartments with a significant pressure rise. 

3.2.2 Arrhenius (Finite rate chemistry) model (UU) 
In laminar flows, it is possible to apply a finite-rate chemistry model which computes the 
chemical source terms using the approach of Arrhenius (1889). The laminar model is often 
acceptable for combustion with relatively slow chemistry and small turbulence-chemistry 
interaction, such as supersonic flames. 

In the finite rate chemistry approach the source term for the chemical specie i produced or 
consumed in the reaction is computed as the sum of the Arrhenius reaction sources over the N 
reactions in which this species participates: 

∑
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where Mi is the molecular weight of species i, NR – is the number of reactions and rimR ,,
ˆ is the 

Arrhenius molar rate of creation/destruction of species i in reaction r. 

Reversible reaction r can be written in general form as: 



 
  178/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

i

N

i
i

k

ki

N

i
i SS

f

b
∑∑

==

′′⇔′
11

νν , (3.16) 

where Si is symbol denoting species i, N - is the number of species participating in the 
reaction, iν ′ and iν ′′ are the stoichiometric coefficients for reactant and products of the reaction, 
respectively, and kf and kb are the forward and backward reaction constants. For non-
reversible reactions kb = 0. 

The molar rate of species creation/destruction can be expressed as  
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where, R�𝑖𝑖,r is the molar rate of creation/destruction of species m in reaction r, N is the number 
of chemical species in the system; v'𝑖𝑖,r is the stoichiometric coefficient for reactant i in 
reaction r; v"𝑖𝑖,r is the stoichiometric coefficient for product i in reaction r; kf,r and kb,r are 
forward and backward rate constants for reaction r respectively; Cj,r is the molar concentration 
of species j in reaction r; 𝜂𝜂𝑗𝑗,𝑟𝑟

′  and 𝜂𝜂𝑗𝑗,𝑟𝑟
′′  are rate exponent for reactant species j and product 

species j in reaction r respectively. Γ represents the net effect of third bodies on the reaction 

rate and is equal j

N

j
rj C∑
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1

,γ , where rj ,γ is the third body efficiency of j-th species in the r-

th reaction. The rate constants for reaction r, kf,r and kb,r can be computed using the Arrhenius 
(1889) equation:  
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where Ar is the pre-exponential constant, Er is the activation energy, R is the universal gas 
constant and T is the temperature.  

This model is exact for laminar flames, but is generally inaccurate when applied to turbulent 
flames modelled using time averaged (RANS models) or space-filtered (LES models) 
approaches. Spalding (1971) reported that utilization of mean temperature values in this 
model often produces incorrect reaction rate results.  This is due to highly non-linear 
Arrhenius chemical kinetics dependence on temperature, fluctuations that are not resolved 
with RANS or LES approaches. 

Due to exponential dependence on temperature this model is mathematically stiff and 
typically requires very small time steps resulting in high computational costs. It is therefore 
usually restricted to relatively low Reynolds number small scale simulations, e.g. spontaneous 
ignition DNS simulations described in section 2.  

3.2.3 Eddy Break-Up model (UU) 

As mentioned above, the expression for the Arrhenius reaction rate cannot be used when 
turbulent flow is not resolved explicitly and any turbulence modelling approach (RANS or 
LES) is used. As a result, a turbulence combustion model should be used to simulate chemical 
reaction in turbulent flows. 
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The Eddy Break-Up (EBU) model is an example of a so-called “mixed is burned” turbulent 
combustion model, in which it is assumed that the chemical kinetics rates are much faster than 
the flow rates, and that the combustion rate therefore is limited by the turbulent mixing rate 
controlling delivery of fresh reactants to the reaction zone. In the EBU model, originally 
proposed by Spalding (1971), it is argued that since turbulent mixing can be viewed as a 
cascade process from integral length scales down to molecular length scales, as long as the 
mixing rather than the chemistry is controlling the reaction rates, the chemical reactions are 
also controlled by the turbulence cascade process (Peters, 2000). Turbulent combustion is 
therefore controlled by the supply of reactants carried by turbulent eddies. The chemical time 
scales can then be replaced by the turbulent time scale, and the reaction rate can be found 
based on the species concentration fluctuations and the rate of break-up of eddies, which can 
be expressed through the ratio of turbulence dissipation rate ε to the turbulence kinetic energy 
k  (Mason & Spalding, 1973)  

( ) 2/12Y
k

CEBU ′′=
ερω , (3.19) 

where EBUC is the Eddy Break-Up constant and 2Y ′′ is the variance of the product mass 
fraction.  

This model was later generalized by Magnussen & Hjertager (1977), who proposed using 
mean concentrations of intermittent quantities instead of concentration fluctuations used in 
the original Spalding model. The model takes the minimum of three rates, calculated for the 
fuel, the oxidizer and the products. This version of the model became known as the Eddy 
Dissipation Model (EDM) 
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where FC , oC and pC are the concentrations of fuel, oxygen and products, respectively, ν  is 
the stoichiometric ratio and EBA  and EBB are empirical constants with typical values of 0.5 
and 4.0 respectively. The advantage of this formulation is that unlike Eq. (3.19) it does not 
require solving equations for the variance of the product mass fraction, 2Y ′′ . The dependence 
on the products concentration is introduced based on the assumption that without products the 
temperature would be too low for reactions to occur. 

The advantage of the EBU and EDM models lies in the simplicity of their implementation and 
relatively low computational cost. Furthermore, due to their “mixed is burned” assumption, 
EBU type models usually do not require artificial ignition in order to initiate combustion, as 
the reaction starts as soon as the reactants mix (realisation of the model in some CFD codes 
may require none-zero concentration of combustion products as “ignition source”). It is 
therefore popular with engineering CFD models, particularly where large scale/long duration 
reacting flows need to be modelled, as the computational cost is often critical for these 
applications. This popularity leads to inclusion of EBU models, particularly the Magnussen & 
Hjertager (1977) formulation, in many commercial engineering software packages. The model 
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applicability is limited to the flows where the reactions are fast and the system can be 
considered to be purely mixing limited. The original EBU and EDM models are independent 
of chemical kinetics and this leads to their main limitation, namely their inability to model a 
full range of physical phenomena associated with fires where finite rate chemistry is also 
important, e.g., flame lift-off. The constants EBUC (or EBA  and EBB ) are also found to require 
“tuning” within a wide range in order to obtain reasonable results for a particular problem 
(Peters, 2000). 

In many studies the EBU model is used in an extended form, which allows for the use of 
finite rate chemistry   
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where 
jrk ,ω is the kinetic reaction rate and jr  denotes the jth reaction. This approach is suitable 

for modelling multistep reactions. Despite the limitations associated with using mean 
quantities in the calculation of the reaction rates, this form of the EBU model has produced 
encouraging results (Magel et al., 1995). 

Many variations of the EBU model have subsequently been developed addressing specific 
types of problems, including, for example an extension developed by Naji et al. (1989)  
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which takes into account difference between the movement of flamelets and the turbulence 
itself. Naji et al. (1989) have shown that the mean reaction rate strongly depends on the ratio 
of turbulent kinetic energy k to laminar flame velocity LU (when 2/1k is of the order of LU , 
i.e., when the reaction rate is defined not only by the turbulence, but also influenced by 
flamelets properties, which are related to LU . In the limit when LUk >>2/1 the extended 
model is reduced to the classic Eddy-Break-Up model, i.e., this model can be regarded as an 
extension of the EBU model for flames with lower turbulence intensities.  This model had 
been successfully used by Kotchourko et al. (1999) for hydrogen flame modelling. 

An example of the EBU model being applied to hydrogen fire modelling can be found in 
Makarov & Molkov, (2013) who used it in conjunction with a RANS turbulence model to 
simulate large-scale round and planar hydrogen jets fires. The EBU combustion model of 
Magnussen & Hjertager, (1977) was used to model combustion. The hydrogen source term 
(mass burning rate per unit volume) was modelled as 
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where C   = 4.0 is an empirical coefficient, 
2HY  is the mass fraction of hydrogen, 

2OY  is the 
mass fraction of oxygen and ν  = 8.0 is the stoichiometric coefficient for hydrogen–oxygen 
reaction. The primary focus of Makarov & Molkov (2013) was the prediction of the 
axisymmetric and plane turbulent non-premixed flame lengths. Due to its mixed is burned 
assumption, the EBU combustion model is unable to predict lift-off of turbulent flames and it 
was therefore necessary to neglect the effect of lift-off on the jet flame length. Experimental 
works, however, indicated that the impact of lift-off on the jet flame length for the conditions 
considered in Makarov & Molkov, (2013) is insignificant. Indeed, the lift-off distance of 
hydrogen flames was found to be less than 0.08 m (Mogi et al., 2005), while the length of 
experimental jet fires in (Mogi & Horiguchi, 2009) was in the range 1.0 m to 2.6 m. 

3.2.4 Linear Eddy Model (UU) 
The Linear Eddy Model (LEM) was first developed by Kerstein (1988). LEM is a method of 
simulating flame structure through the molecular mixing in a one-dimensional domain 
embedded in a turbulent flow. In the Linear Eddy approach various physical processes, such 
as advection, mixing, diffusion and chemical reactions are resolved on their relevant length 
and time scales. 

In every computational cell a molecular, diffusion and chemical model is defined as  
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where η  is a spatial coordinate. The scalar distribution obtained can be seen as a one-
dimensional reference field between Kolmogorov scale and grid scales.  

In a second stage a series of re-arranging stochastic events take place.  

The model is based on the following assumptions: 1) small scale turbulence is locally 
homogeneous and isotropic; 2) the effect of heat release and the associated thermal expansion 
of the flow is the same in all directions. 

The resolution within a 1-D domain is chosen to resolve all scales down to the Kolmogorov 
and reaction-diffusion mechanism scales.  

These events represent the effects of a certain turbulent structure of size l, smaller than the 
grid size at a location 0η within the one-dimensional domain. This vortex distort the η field 
obtain by the one-dimensional equation, creating new maxima and minima in the interval 

),( 00 ηηη + . The vortex size l is chosen randomly based on the inertial scale range while 0η is 
obtained from a uniform distribution in η . The number of events is chosen to match the 
turbulent diffusivity of the flow.  

LES-LEM approach 
In the LEM model (Kerstein, 1988, 1989, 1991a,b) the various physical processes, such as 
large scale advection, small scale mixing, molecular diffusion and chemical reaction are 
resolved at their relevant length and time scales. The basic premise of using LEM in LES is 
that the scalar field evolution can be split into two parts (Sankaran et al., 2004): large scale 
advection and turbulent stirring at the small scale, where the terms “large scale” and “small 
scale” are defined with respect to the LES filter size. Physical processes such as molecular 
diffusion, chemical reactions and the volumetric heat release are small-scale processes 
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occurring locally within each LES cell. A reduced one-dimensional reaction-diffusion 
equation is solved inside each LES cell with a resolution time fine enough to resolve all 
turbulent scales between the filter (grid) size and the Kolmogorov scale η . Sub-grid reaction-
diffusion process is, therefore considered locally exact and the finite-rate kinetics can be 
included in exact form without requiring any closure. Furthermore, molecular diffusion is also 
included in an exact manner, which is important for predicting turbulent combustion, 
particularly for reaction involving hydrogen (Genin et al., 2003). 

Unfiltered reactive scalar Φ  evolution can be written in the Eulerian form as  
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In this equation the second term on the left hand side represents total (both large and small 
scale) convection, the third term on the left hand side represents the molecular diffusion and 
the term on the right hand side represents the source term describing chemical reactions. 

iu can now be split into the contributions of resolved (large) and sub-grid (small) scales 
(Genin et al., 2003) 
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 (3.2.4.3) 

Dividing convection into large and small-scales and grouping molecular diffusion and 
chemical reaction with small scale processes, Eq. (3.25) can now be split into two equations: 
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representing three-dimensional large-scale processes and small-scale processes respectively. 
LESt∆ here is the fluid dynamics/acoustic LES time-step and *Φ is the intermediate solution of 

the large-scale convection processes. Together, Eqs. (3.27) and (3.28) account for complete 
evolution of the scalar fields. 

Small-scale Eq. (3.28) is solved within each LES cell on a 1-D line segment, referred to as 
LEM domain. For the species and the temperature, the reaction-diffusion Eq. (3.28) written in 
non-conservative form become 
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respectively. Here kY , kM , kpc , , kh , kD and kω  are the mass fraction, the molecular weight, 
the specific heat at constant pressure, the enthalpy, the mixture averaged diffusivity, and the 
mass reaction rate of the k-th specie, respectively. T and ρ  in the Eq. (3.30) are sub-grid 
temperature and mass density, respectively, k is the mixture thermal conductivity, pc is the 
mixture averaged specific heat at constant pressure and s is the coordinate direction of 1-D 
domain. The orientation of the 1-D domain is typically chosen to align with the direction of 
maximum scalar gradient (Kerstein, 1989). The length of the 1-D domain is taken to be equal 
to that of the local LES filter width.  

The effect of the sub-grid velocity field (second terms in Eqs. (3.29) and (3.30)) on the sub-
grid scalar fields are modelled using stochastic re-arrangement events called triplet maps 
(Kerstein, 1989). Each triplet map represents the action of an isotropic turbulent eddy on the 
sub-grid scalar field. Figure 3.16 illustrates the rationale behind the triplet map approach. 
Consider a mixing layer configuration shown in Figure 3.16 (top) with a plane material 
surface separating specie A from specie B. The bold straight line running from the top to the 
bottom shown in the box (dashed line) represents the initially uniform concentration gradient. 
Straight vertical lines represent the concentration isopleths at the initial time.  Figure 3.16 
(bottom) shows the distortion caused by stretching and compression of the concentration 
isopleths due to action of an eddy or vortex roll-up. The initial linear concentration profile 
evolves into a form resembling the profile obtained by applying triplet map to the linear 
profile. 

 

Figure 3.16. Triplet mapping approach (Kerstein, 1989). 

In order to implement turbulent stirring it is necessary to obtain eddy size l, eddy location 
within 1-D domain, and the stirring frequency λ . The eddy size in the range from filter width
∆ to Kolmogorov’s scale η is determined by eddy size distribution f(l), obtained using inertial 
range scaling in 3-D turbulence (Kerstein, 1989) 
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where η is determined from inertial range scaling law 

4/3Re∆

∆
= ηη N , (3.32) 

where ηN is an empirical constant (Smith & Menon, 1997), and ∆Re is the sub-grid scale 
Reynolds number based on filter width. The location of the event is chosen randomly from a 
uniform distribution, and the event mapping mean frequency per unit of length is (Krstein, 
1989) 
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Time interval between the events is  

∆
=∆

λ
1

stt , (3.34) 

where ∆ is the length of 1-D domain equal to local filter width. These mappings are 
implemented as a Poisson process in time. 

The final sub-grid process in LEM requiring definition is volumetric heat expansion. Since 
the sub-grid convection is modelled explicitly using triplet maps, volumetric expansion can 
also be expressed explicitly as 

*
*

i

n
i

LEMV
ρ
ρ

=∆ , (3.35) 

where *
LEMV∆ is the change in volume of LEM cell i. n

iρ  and *
iρ are, respectively, densities of 

the i-th cell at the previous and current time integration level in the sub-grid simulation. 

Since LES-LEM does not require explicit filtering of the reaction rate, the exact rates can be 
calculated using direct integration (Kerstein, 1992; Menon et al., 2003).  

3.2.5 Flamelet PDF model (UU) 
Some of the effects of reaction chemistry on combustion may be accounted for by using a 
flamelet PDF model.  

The flamelet model is one of the topology-based turbulent combustion models. In this model, 
the integrity of the laminar flame structure is conserved. The impact of the turbulence on an 
element of flame is evaluated in terms of equivalent control parameters in a laminar flame 
experiment, such as the imposed strain. The turbulent combustion in itself is not different 
from the laminar case and the key point of the turbulent combustion modelling is the route to 
translate turbulent flow dynamics near the reaction zone into control parameters of a separated 
laminar flame configuration.  
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The flamelet model takes advantage of the hierarchy problem appearing in turbulent 
combustion, namely, the fact that the turbulence structures cover a spectrum of scales while 
the typical thickness of a flame is on the low end of that spectrum. This hierarchy decouples 
the mixing of the species that is operated by the turbulent cascade from the chemistry that 
happens exclusively in the flame. 

Rather than solving conservation equation for each species, the flamelet-PDF method uses a 
mixture fraction approach (Bilger, 1976). The approach is based on the assumption that the 
diffusivity of all species is equal. It allows simplification of calculations by decoupling 
simulation of the flow from the relatively complex reaction chemistry. The mixture fraction is 
introduced as: 
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= , (3.36) 

where 0
FY  and 0

oY  are the mass fractions of fuel in the pure fuel stream and oxidizer in the 
pure oxidizer stream respectively, FY and oY  are the fuel and oxidizer mass fraction values at 
the position where the mixture fraction Z is calculated, s is the mass stoichiometric ratio, 

( )stFo YYs /= at stoichiometric conditions. It can be shown (Poinsot & Veynante, 2011) how 
the species equations can be replaced by a single conserved scalar conservation equation for 
the mixture fraction Z with no source term. The unfiltered equation for the mixture fraction is: 
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where Dρ  denotes the molecular diffusion. The filtered transport equation for the mixture 
fraction is: 
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In the case of chemical equilibrium (assumption of infinitely fast chemistry and infinitely thin 
flame thickness) all combustion products, thermo-chemical scalars i.e. the species fractions, 
density, and temperature depend solely on the instantaneous fresh mixture composition, 
which is represented by the mixture fraction Z. If the chemistry is not infinitely fast, and 
instead occurs in a narrow but finite thickness reaction zone, then assumptions must be made 
about the turbulent flame structure so that temperature and species concentration may be 
calculated accounting turbulence-combustion interaction. 

The laminar flamelet approach for application to non-premixed flame was developed by 
(Peters, 1988). The approach assumes that the turbulent flame brush can be approximated as a 
system of instantaneous laminar flamelets, where species concentrations and temperature are 
described as a function of mixture fraction (Poinsot & Veynante, 2011). The flamelet 
equations solved are as follows (FLUENT, 2006; Poinsot & Veynante, 2011): 
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ZDχ is scalar dissipation representing the flame stretch. The scalar 

dissipation varies along the axis of the flamelet and the inverse of χ can be interpreted as the 
characteristic diffusion time across the flame. In adiabatic systems the laminar flamelets are 
completely parameterised by stχ  (value of flame stretch at flame location) and Z, and can 
hence be used to determine instantaneous values of species mass fraction and mixture 
temperature. The density-weighted mean species mass fractions and temperature can then be 
determined from the probability density function (PDF) of stχ  and Z; this is described in the 
next section, therefore for adiabatic cases the energy equation is not solved explicitly at each 
time step. 

The effect of turbulence on the chemistry should be accounted for. PDF is used here as a 
closure model for these effects. The averaged values of species mass fraction, temperature and 
density are a function of both their instantaneous values and the joint PDF of Z and stχ : 

stststi dZdZZp χχφχφ ),,(),(∫∫= , (3.41) 

where iφ  represents the averaged value of φ which can be the species mass fraction or 
temperature. The shape of the PDF needs to be specified in order to determine the local mean 
fluid state at all points in the flow field. The PDF describes SGS temporal fluctuations in the 
properties which are obtained from the flow field, i.e. the mixture fraction and the scalar 
dissipation. Z and stχ  are assumed to be statistically independent and so there are separate 
PDF functions for each. In practice this PDF is unknown and is modelled as a mathematical 
function that approximates the actual PDF shapes that have been observed experimentally. 
Eq. (3.41) can therefore be rewritten as: 

stststi dZdZpZp χχφχφ ),()()(∫∫= , (3.42) 

In practice p(Z) is unknown and must be modelled – or assumed – based on experimentally 
observed PDF shapes. The sub filter PDF of a conserved scalar can be approximated by a beta 
function (Richardson et al., 1953). The b-function PDF is a function of Z and its SGS 
variance Z0 
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where ( )[ ]1/)1( 2 −′−= ZZZZα , ( ) ( )[ ]1/)1(1 2 −′−−= ZZZZβ , and 2Z ′ , the mixture 

fraction variance, is modelled using 22
var

2 ZLCZ s ∇=′ , where varC  is computed dynamically 

in the same way as sC , and ),min( 3/1VCkdL ss =  
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As specified in (FLUENT, 2006) fluctuations in stχ  are ignored so that the PDF of χ  is a 

delta function )()( χχδχ −=p . The mean scalar dissipation stχ  is modelled using formula 
2)/( ZC ttst ∇+= ρsµµχ χ where 2=χC . 

Solving the flamelet equations at each time step would be computationally intensive. Thus, 
flamelet ‘‘libraries’’ are generated in advance of the simulation. The flamelet equations are 
solved for a range of values of Z and stχ . Similarly, the assumed shape PDF functions for Z 
and stχ are calculated in advance for a range of values of mixture fraction, scalar dissipation 
and mixture fraction variance. The flamelets are then convoluted with the assumed shape 
PDFs and look up tables are constructed. The look up table contains information on species 
mass fraction and temperature for given values of mixture fraction, mixture fraction variance 
and scalar dissipation rate. The density of the flow is then calculated based on the mixture 
composition. 

3.2.6 Eddy Dissipation Concept (EDC) model (UU) 
The eddy dissipation concept (EDC) model is an extension of the eddy dissipation model to 
include chemical reaction mechanism in a turbulent flow (Magnussen, 1981). It assumes that 
reactions occur in small turbulent structures, called fine-scales. 
Chemical reactions take place when reactants are mixed at the molecular scale at sufficiently 
high temperature. In turbulent flow the reactant consumption is strongly dependent on the 
molecular mixing. It is known that the misroscale processes which are decisive for the 
molecular mixing as well as dissipation of turbulent kinetic energy into heat are severely 
intermittent, i.e., concentrated in isolated regions whose entire volume is a small fraction of 
the volume of the fluid.  
These regions are occupied by fine structures whose dimensions are small in one or two 
directions, but not in the third. These are believed to be vortex tubes, sheets or slabs whose 
characteristic dimensions are of the magnitude of Kolmogorov scales. 
The fine structures are responsible for the dissipation of turbulence into heat. Within these 
structures one can therefore assume that reactants will be mixed at the molecular scale. These 
structures are thus creating the reaction space for non-uniformly distributed reactants. 
One can assume that the reactants are homogeneously mixed within fine structures. In order 
to treat reaction within this space it is necessary to know the reaction volume and mass 
transfer rate between the structures and surrounding fluid. 
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Figure 3.17. Schematic illustration of fine structure vortex (Tennekes, 1968). 

Batchelor & Townsend (1949) were the first to point out the tendency towards strong 
dissipation intermittency, i.e. its concentration in isolated regions whose entire volume is a 
small fraction of the volume of the fluid, in high Reynolds number turbulence. Small scale 
structures which are responsible for most of the dissipation, can, therefore, be assumed to be 
produced in a very localized fashion (Magnussen, 1981). It can be assumed that these 
structures consist of large thin vortex sheets, ribbons of vorticity or vortex tubes of random 
extension folded or tangled throughout the flow (Figure 3.17). These fine structures are 
localized in certain regions, primarily highly strained areas between eddies, separating 
reacting and non-reacting volumes, whose linear dimensions are much larger than the fine 
structures (Kuo & Corrsin, 1971).  
On the basis of consideration of energy transfer to these structures, it can be assumed that the 
mass fraction Y occupied by the fine structures can be expressed as 
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(Magnussen, 1981), where u* is the mass average fine structure velocity and u′ is the 
turbulent fluctuating velocity. 
If it is assumed that the fine structures are localized in nearly constant energy regions, then 
the mass fraction occupied by the fine structure regions can be expressed as  
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resulting in  

u
u

′
=

*
*ξ . (3.46) 

Assuming nearly isotropic turbulence and introducing the turbulence kinetic energy k and its 
rate of dissipationε , the mass fraction occupied by fine structure regions can be expressed as 
(Magnussen, 1981)  
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where ν is the kinematic viscosity. 
On the basis of simple geometrical considerations the transfer of mass per unit of fluid and 
unit of time between the fine structures and the surrounding fluid can be expressed as 
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The mass flow rate per unit of mass of fine structures may then be expressed in terms of ν and 
ε as 

2/1
* 43.2 






⋅=
ν
εm , (3.49) 

which gives fine structure residence time 
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Reaction rate can be written as  
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(Hamworthy, 2013), where minY  is the smallest concentration of YF and YO2. Since it cannot be 
assumed that all fine structures have the same temperature level, it is necessary to take into 
account concentration of the hot products. Accounting for hot products introduces a 
correction factor  
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where 
2Or is the stoichiometric oxygen requirement, and Eq. (3.52) takes the form  
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The EDC model offers several advantages for hydrogen fire modelling. It allows a wider 
variety of phenomena to be modelled compared to the EBU model and its variations, 
including flame lift-off and blow-out. Recent simulations using the EDC model for hydrogen 
and methane fire modelling include (Christo & Dally, 2005; Galletti et al., 2006; Houf et al., 
2009). An example of the application of the EDC model to hydrogen fire modelling can be 
found in the recent work by Molkov et al. (2014), where it was used in conjunction with 
RANS RNG k-ε turbulence model for simulating hydrogen flames in an enclosure. 
In the EDC model the source term in the conservation equation for the mean species was 
modelled as (Magnussen, 1989; ANSYS, 2012): 
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where Rm is a net rate of production/destruction of species m by chemical reactions, ξ* is the 
length fraction of the fine-scale turbulent structures where the reaction occurs, 𝑌𝑌𝑚𝑚∗  is the fine-
scale species m mass fraction after reacting over the time τ* and Ym is a species mass fraction 
for species m in the surrounding fine-scales state (Magnussen, 1989). The multiplier in above 
equation with a square of the length fraction of fine-scales represents the mass exchange 
between the surrounding and fine-structure regions.  
The length fraction of the fine-scales can be modelled as (Gran & Magnussen, 1996): 
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where superscript “*” denotes fine-scale quantities, Cξ=2.1377 is the volume fraction constant 
and v is the kinematic viscosity.  
Time scale of species reaction in the fine structures was expressed as 
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where Cτ=0.4082 is a time-scale constant. 
Combustion at the fine-scales is assumed to occur as a constant pressure reactor, with initial 
conditions taken as the current species and temperature in the cell. Reactions proceed over the 
time scale τ*, governed by the Arrhenius rates (Eq. (3.57)), and are integrated numerically 
using the in-situ adaptive tabulation (ISAT) algorithm by (Pope, 1997) that can accelerate the 
chemistry calculations by two to three orders of magnitude, offering substantial reductions in 
run-times:  
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where, R�m,r is the molar rate of creation/destruction of species m in reaction r, N is the number 
of chemical species in the system; v'm,r is the stoichiometric coefficient for reactant m in 
reaction r; v"m,r is the stoichiometric coefficient for product i in reaction r; kf,r and kb,r are 
forward and backward rate constants for reaction r respectively; Cj,r is the molar concentration 
of species j in reaction r; 𝜂𝜂𝑗𝑗,𝑟𝑟

′  and 𝜂𝜂𝑗𝑗,𝑟𝑟
′′  are rate exponent for reactant species j and product 

species j in reaction r respectively. Γ represents the net effect of third bodies on the reaction 
rate and is equal to Γ = ∑ 𝛾𝛾𝑗𝑗,𝑟𝑟𝐶𝐶𝑗𝑗𝑁𝑁

𝑗𝑗 , where γj,r is the third body efficiency of j-th species in the 
r-th reaction. The forward rate constant for reaction r, kf,r, is computed using the Arrhenius 
equation:  

RTE
rrf

rr eTAk /
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−= β . (3.58) 

Backward rate constant kb,r for reversible reaction r is computed from the forward rate 
constant using the relation 𝑘𝑘𝑏𝑏,𝑟𝑟 = 𝑘𝑘𝑓𝑓,𝑟𝑟/𝐾𝐾𝑟𝑟, where 𝐾𝐾𝑟𝑟 is the equilibrium constant for the r-th 
reaction, is computed from: 
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where patm is the atmospheric pressure equal to 101325 Pa. The term within the exponential 
function represents the change in Gibbs free energy, and its components are computed as 
follows:  
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The 18-step reduced chemical reaction mechanism of hydrogen combustion in air is applied 
that is a subset of the Peters & Rogg's (1993) mechanism that excludes H2O2 formation and 
consumption. Indeed, for the reactants at room temperature and not very large pressures up to 
4 MPa, the H2O2 concentration is very low and does not play an important role in the structure 
of the flame. The reduced mechanism counts eight reactive species (H2, O2, H, O, OH, HO2, 
H2O, N2). The effect of nitrogen chemistry is not taken into account and nitrogen plays a role 
of the third body only.  
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4.1 Hydrogen safety engineering relevant problems and 
phenomena (UU) 

4.1.1 Introduction (UU) 

4.1.1.1  Deflagrations – Characteristic parameters 
By definition, an explosion is a sudden and rapid release of energy leading to a rapid increase 
in pressure, called a blast wave. The origin of energy can be either physical or chemical: 
examples of “physical explosions” include the explosion of a vessel due to overpressure 
following overfill or an increase in pressure resulting from a runaway reaction; for “chemical 
explosions” examples include explosions created by the combustion of gas and dust. It’s 
possible to separate “combustion explosions” into either a deflagration or a detonation. It 
should be noted that the word “explosion” in this context can generate misunderstanding and 
as such its use will be avoided where possible in the remainder of this document, instead the 
terms “deflagration” or “detonation” will be used.  
The main different feature between a deflagration and a detonation is the velocity of the wave 
front. A deflagration is a combustion reaction where the combustion wave front propagates at 
subsonic speed (below the speed of sound) in the unburned mixture, whereas for a detonation 
the combustion wave front is supersonic in the unburned mixture. As result, the pressure 
history of a deflagration or a detonation will be different. 
Detonation phenomena will be developed in the Chapter 5 of this document. 

Laminar flames 
The laminar flame structure is show in Figure 4.1. As shown in this figure four zones can be 
readily identified: 

• Reactants zone: contains the fresh unburnt fuel-air mixture, 

• Preheat zone: in this zone, the heat generated by combustion is conducted toward 
fresh gases,  

• Reaction zone: in this zone the combustion reaction takes place, the fuel is 
consumed and transformed into combustion products, heat is released and 
transmitted to the burnt gases which expand, 

• Products zone: contains the burnt gases 
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Figure 4.1 Schematic of laminar flame structure (Dorofeev, 2008). 

Expansion ratio 
The expansion ratio E of the combustion products is a thermo-dynamical parameter. It’s 
defined as the ratio of the unburnt gas density to the burnt gas density. 
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where ρu and ρb are respectively the densities of unburnt gas and burnt gas, Tu and Tb are 
respectively the temperatures of the unburnt gas and burnt gas in the hypothesis of an 
adiabatic reaction, ΔHcomb is the mass enthalpy of the combustion reaction at the temperature 
Tu and Cp is the specific heat capacity.  
Expansion ratio is an “intrinsic” parameter which only depends on the mixture concentration 
and not on the way that the flame propagates. 
Laminar flame burning velocity 
If combustion occurs in an initially premixed and quiescent hydrogen-air mixture, the flame 
produced can be considered to be initially laminar. The laminar burning velocity is the 
velocity of the flame propagating through a quiescent fresh mixture from the point of view of 
a fixed observer moving with fresh mixture. The laminar flame burning velocity can be 
obtained using the relation published by Zel’dovitch et al. (Zel’dovich et al., 1980):  

( )

2
1

2 exp'2



















−⋅⋅⋅








 −⋅⋅⋅⋅⋅⋅
=

ubpau

um

a
ue

u TTCE
TR
ETRZL

S
ρ

λ
, Equation 4.2  

where λ is the thermal conductivity, Le is Lewis number, Z’ is the pre-exponential factor, R is 
the perfect gas constant and Ea is the activation energy. 
The laminar flame is also defined by a small thickness and plane flame front. This laminar 
flame thickness, also known as the Zeldovich thickness, is commonly expressed using the 
following equation: 
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where the thermal diffusivity, ath is defined as: upth Ca ρλ ⋅= . 

This relation shows that the laminar burning velocity is, similar to the expansion ratio, an 
“intrinsic” parameter of the flame. This relation implies that the laminar burning velocity is 
dependent on the burnt gas temperature as well as the mixture concentration.  
The laminar flame burning velocity is well described in the literature and a wide range of 
values is available for each hydrogen concentration. Dahoe (Dahoe, 2005) gives a detailed 
comparison of the laminar burning velocities of hydrogen mixtures, as summarised below in . 

 
Figure 4.2 Effect of hydrogen concentration on the laminar burning velocity (Dahoe, 2005). 

 
The laminar burning velocity is, in addition to hydrogen concentration, dependent on the 
initial temperature and the initial pressure. Its general expression is defined by: 
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According to the adiabatic compression laws, this expression becomes: 
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Where m0 is the temperature index (Verbecke, 2009) and Su0 is the laminar burning velocity at 
the temperature T0 = 298 K. 
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4.1.1.2Flame instabilities 
 
Landau-Darrieus Instability (or hydrodynamic instability) 
Hydrodynamic instability, also known as the Landau-Darrieus (LD) instability due to the 
works of Darrieus (Darrieus, n.d.) (Darrieus, 1946) and Landau (Landau, 1944), is a 
consequence of gas thermal expansion, and the variation of density between the unburnt gas 
and the burnt one (Law, 2006) (Matalon, 2007).  
The theory presented by Darrieus (Darrieus, n.d.) (Darrieus, 1946) and Landau (Landau, 
1944) assumes that the flame is infinitesimally thin and forms the interface between the 
unburnt and burnt gases. Additionally it is assumed that the flame propagates at a constant 
speed, Su, relative to the fresh unburnt mixture and that this is, by its nature, unstable. 
Therefore within this framework, the linear stability of a planar flame yields an expression 
describing the hydrodynamic instability growth rate: 

1

23

+
−++−

=
E

EEEE
LDω  Equation 4.6 

where ωLD is the growth rate of the hydrodynamic instability and E is the expansion ratio. 
As illustrated in Figure 4.3 if a flame is initially lightly curved, the streamlines in the burnt 
gas converge behind the convex part of the front and diverge behind the concave part. This 
creates an additional push for the convex part of the front, which increases the initial 
curvature (Ciccarelli et al., 1994) thereby causing the flame to become wrinkled. 

 

 
Figure 4.3 Schematic of LD instability mechanism (Law, 2006). 
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Thermo-diffusive instabilities 
This instability is based on a competition between the thermal diffusivity (heat conductivity) 
and the diffusivity of the deficient reactant. To characterize this instability, the Lewis number 
is commonly used:  

m

th
e D

aL =  Equation 4.7 

Where Dm is the molecular diffusivity of the deficient reactant and ath is the molecular heat 
conductivity of the mixture. 
It’s possible to distinguish two situations: 

• Le > 1 (and/or αth > Dm): The thermo-diffusive instability contributes to the 
stabilization of the flame against the hydrodynamic instability, consequently the flame 
stays in this planar form and keeps a burning velocity close to the laminar burning 
velocity. As result, in this case, there is a stabilizing effect. 

• Le < 1 (and/or αth < Dm): In this situation, the thermo-diffusive and LD instabilities 
are intensified by each other, perturbations of the flame front are more important 
therefore the flame front area increases leading to an increase in the burning velocity 
increase. This effect is a destabilizing one. 

If Lewis numbers greater than one are considered, at the curved in segment of the flame 
burning is intensified and at the curved out segment of the flame burning is weakened, this 
means that flame wrinkles are smoothed out and the flame tends to stabilise. However the 
opposite result occurs when considering Lewis numbers less than one. In this situation there is 
a decrease in hear losses and an increase in mass diffusion which causes an increase in the 
local temperature of combustion behind the turned in segment of the flame front. At such 
location, this leads to an increase in the burning velocity. In segments of the flame front that 
are turned out, the local temperature of combustion decreases leading to a reduction in the 
burning velocity. Overall, this causes further increases in flame wrinkling. This phenomenon 
was predicted by Dold (Dold, 2007) where in the case of Lewis numbers less than one the 
analysis carried out predicted that the flame would lose its stability due to the emergence of 
cellular instabilities.  
Regarding hydrogen-air mixtures, the thermo-diffusive instability is common for lean 
mixtures. Lean hydrogen mixtures can be defined as mixtures in which hydrogen is a 
deficient species. Such mixtures have large mass diffusivities and low Lewis numbers, 
meaning that the flame becomes wrinkled and develops a cellular structure, as illustrated in 
Figure 4.4 (top) where Φ = 0.6. In comparison rich mixtures can be defined as mixtures in 
which oxygen is the deficient component. Such mixtures have relatively low diffusivities and 
Lewis numbers greater than one, consequently the flame is smooth as illustrated in Figure 4.4 
(bottom) where Φ = 4.0. 
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Figure 4.4 Showing spherically expanding flames of lean (Ф = 0.6) and rich (Ф = 4.0) 

hydrogen-air mixtures. The horizontal physical dimension of each frame is 5.4 cm (Law, 
2006). 

 
Turbulence generated by the flame front itself 
Flame instabilities cause a rise in flame-generated turbulences (Sivashinsky, 1979). Flame-
generated turbulence not only accelerates the transport process of heat and species but also 
increases the flame surface area and therefore the mass burning rate. When the flame starts to 
wrinkle, the subsequent enhancement of the burning rate causes a stronger flow expansion, 
resulting in an increase of the flow velocity. Due to this higher flow velocity the turbulence 
intensity levels become greater. Then, under higher flow turbulence, the instantaneous 
laminar flame loses its original appearance, and propagates in a chaotic manner. The flame 
surface increases, causing higher burning rates, and then producing stronger flow expansion 
and higher turbulence intensities. In summary, the flame-generated turbulence triggers a 
positive feedback loop, causing faster flame propagation and subsequent pressure build up.In 
the early 1950s, Karlovitz and his co-workers first proposed the concept of flame generated 
turbulence. The theory behind the mathematical formulations outlined in (Karlovitz et al., 
1951) is summarised below: 

• As a reactive mixture passes through a flame front, it travels with a velocity equal 
to the normal burning velocity, Su.  

• Its specific volume increases from V1 (initial volume) to V2. This change in 
volume is due to the gas being heated. 

• The gas leaves the flame front with a velocity equal to ( ) uSVV ⋅12  

• The flame front forms a flow source which introduces a velocity into the flow of 
gas, which is always normal to the instantaneous flame front.  

• This introduced velocity has a magnitude equal to ( )[ ] uSVVV ⋅− 112  

• When a turbulent flame is considered the instantaneous flame front is curved and 
therefore small sections of it are subjected to fluctuating motions, subsequently 
this causes fluctuations in this flame introduced velocity.   
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• This introduced velocity has an average forward velocity, Ū with a direction 
normal to the average turbulent flame front.  

• The magnitude of Ū is large for slightly turbulent flames, decreasing as the flame 
becomes more turbulent. When this velocity is subtracted the remaining flame-
introduced velocity components are randomly distributed and constitute 
turbulence generated by the turbulent flame.   

 

 

 
 

Figure 4.5 Schematic of the turbulent flame front, showing velocity vectors. 

Using Figure 4.5 this theory can be formally written mathematically as per (Karlovitz et al., 
1951). At the location of interest, A is considered to be the area of the flame front. Therefore 
the forward velocity component of the flame introduced velocity for a given element dA can 
be written as: 
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Equation 4.8 

The average value of this forward velocity is: 
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It should be noted that square brackets represent average values. 

Since 
1cos

0

=⋅∫
A

dAφ
 Therefore 

[ ]
A
1cos =φ

 

Therefore Equation 4.9 can be rewritten as: 
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The area ratio A can be written as: 

u

t

S
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Equation 4.11 

The area ratio is the ratio between the turbulent and normal burning velocities and can be 
written in this form as large-scale turbulence does not affect the structure of the instantaneous 
flame front.  

Therefore Equation 4.10 can be written as: 
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Equation 4.12 

The source of the additional turbulent energy is the amount of mechanical work that has been 
developed by the gas as it moves across the pressure drop at the flame front. To calculate this 
additional energy the unburned gas can be considered to be at rest. The flame can be regarded 
as moving with a velocity Su into the stationary unburned zone. The burned gas can then be 
considered to be accelerated, due to the pressure drop across the flame front, to the velocity  
( )[ ] uSVVV ⋅− 112  , as shown in Figure 4.5.  

The expansion work of the gas can be calculated as the kinetic energy of the burned gas: 
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Equation 4.13 

A proportion of the expansion work which corresponds to the introduced mean forward 
velocity Ū is added to the energy of the mean flow. The remaining section of the expansion 
work provides the energy for the flame generated turbulence. The total intensity of this flame 
generated turbulence can be calculated from the energy equation, using Equation 4.14.  
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Equation 4.14 

Where:  
222

,, wvu  Mean square values of the flame generated turbulent velocity components, m/s 

As the flame becomes more turbulent, i.e. where the ratio of turbulent burning velocity to 
laminar burning velocity increases, the turbulence generated by the flame reaches its upper 
limit: 
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Equation 4.15 



 
  206/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

If it is considered that the energy distribution between these three velocity components is 
uniform: 
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Equation 4.16 

Finally, if the flow is considered to be highly turbulent, it can be assumed that u’ = St. 

Therefore Equation 4.16 can be rewritten as: 
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Equation 4.17 

Where:  

iE  Expansion coefficient or density ratio of the combustion products, - 

Therefore using the theory described above the upper limit for the flame wrinkling factor due 
to turbulence generated by the flame front itself has been derived for flows with high 
Reynolds numbers, this theory being brought together into Equation 4.17. As stated in 
(Karlovitz et al., 1951) this formula describing turbulent burning velocity shows that “large-
scale turbulence may increase the burning velocity several fold, but its effectiveness 
diminishes with increasing intensity”. Experimental data provided in (Karlovitz et al., 1951) 
confirms this. 

4.1.1.3  Turbulent flames  
Cellular flames 
As describe in the previous paragraph, cellular flames can be observed for the mixture with a 
low Lewis number. When the flame becomes wrinkled due to hydrodynamic or/and thermo-
diffusive instabilities, there is the formation of cells and then cellular flame structure is 
generated as shown in Figure 4.6 (Ciccarelli and Dorofeev, 2008). 
 

 
Figure 4.6 Schlieren photos of initial stage of flame propagation; From left to right: 10% H2-

air; 10% H2 + 5% O2+85% Ar; 70% H2-air (Ciccarelli and Dorofeev, 2008). 

 

Self-turbulising flames 
The mathematics of fractal has been developed primarily by Mandelbrot (Mandelbrot, 1982). 
To describe the subject of fractals, Gouldin (Gouldin, 1987) considers the question: how long 
is the coastline of Great Britain? He argues that the answer depends on the measurement scale 
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and tends to be infinite when the measurement scale approaches zero. Assimilating Great 
Britain to a polygon of N sides of equal length ε (the measurement scale); the coastline length 
would be N∙ε, with this length increasing as ε is increased.  

According to fractal theory, a straight line results when the measured lengths are plotted 
versus ε  on a log-log scale, as shown in Figure 4.7 . Fractal nature is therefore characterized 
by a measured length of a curve (or the area of a surface) which depends on the measurement 
scale according to power dependence ε1-D for curves (ε2-D for surfaces). D is called the fractal 
dimension and is a non-integer for a fractal curve or surface, if the surface is smooth the 
fractal dimension D approaches 2, however if it is rough then D will approach 3.  

 
Figure 4.7 Self-similar representation of a fractal surface (Law, 2006). 

As a flame continues to propagate the flame can become unstable. The formation of this 
instability is controlled by the Peclet number, Pe which is defined as the ratio of the flame 
radius to the flame thickness. When the flame radius becomes large enough, so that the Peclet 
number is larger than a specific critical value, transition from a stable to an unstable flame can 
occur. Then as the flame continues to expand the area of individual cells increases, until at a 
secondary critical Peclet number, Pecl smaller cells are then created (Gostintsev et al., 1988) 
(Bradley, 1999). Above this critical Peclet number the wrinkling of the flame is referred to as 
displaying “fractal-like flame wrinkling” (Molkov, 2010). Gostintsev (Gostintsev et al., 1988) 
surveyed the results of experimental measurements of flame propagation in large-scale 
explosions and suggested a critical Peclet number, of between 120,000 and 220,000, for the 
transition to a turbulent flame. Bradley (Bradley, 1998) reported that in every case the burning 
velocity is about three times the laminar burning velocity just after the suggested transition.  

In this regime the laws of variation of R with time and of the visible velocity of propagation 
R(t) become virtually identical for all flames studied: 

23
0 tARR ⋅+=  Equation 4.18 

312321
.

2
3

2
3 RAtAR ⋅⋅=⋅⋅=  Equation 4.19 

where A2 has the dimensions of the rate of energy release per unit mass [J/(kg.s)], and  R0  is 
the critical radius at which the self-similar regime takes place. R0 may depend on the 
conditions of ignition and the existence of perturbation factors on the starting process. The 
constant A is fundamental for the self-similar regime of turbulent combustion and its value 
remains approximately constant from one experiment to another for each individual mixture 
(Gostintsev et al., 1988). As an application of an appropriate mechanism representing fractals 
is being considered, for fully developed turbulent flames, the critical radius (describing the 
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transition of the flame from laminar to the fully turbulent regime) must be considered. This 
regime changed can be clearly identified on the series of experimental data provided in Figure 
4.8. 

 
Figure 4.8 Unconfined flame propagations as a function of t(3/2). 

According to fractal theory (Gouldin, 1987), the measured area of a surface in volume of size 
R depends on the area measurement scale 2ε  as by: 

DD
t RA −≈ 2ε   Equation 4.20 

where D is fractal dimension and ε is inner cut-off. The inner cut-off and the fractal 
dimension are difficult to model and will require additional experimental or DNS information 
(Fureby, 2004). 

A wide range of experimental values were suggested for the fractal dimension of flames. 
Murayama and Takeno (Murayama and Takeno, 1989), obtained fractal dimension data 
varying between 2.2 and 2.35, with an average value around 2.26 for open atmosphere 
turbulent flames. Similar values were reported Gostintsev et al. for freely propagating 
premixed flames D = 2.2 - 2.33 (Gostintsev et al., 1988). Bradley suggested a theoretical 
value of D = 2.33 (Bradley, 1999). Gouldin argued that for low intensity turbulence the 
fractal dimension is lower than 7/3, and found D = 2.11 for very low turbulent flow intensities 
(Gouldin et al., 1989). In 1990 Gülder (Gulder, 1991) reported fractal dimensions within a 
range D=2.14-2.24. North and Santavicca (North and Santivicca, 1990) defined the fractal 
dimension by an empirical parameterization as a function of (u’/Su):  

 
Equation 4.21 

where D = 2.05 in a limit of low flow intensities and D = 2.35 for highly turbulent flow 
(North and Santivicca, 1990). Peters (Peters, 1988) and Kerstein (Kerstein, 1988) suggested 
the Gibson scale as the inner cut-off scale of the turbulent premixed flame surfaces,

( )3'uSuG ⋅∆=λ , which is the length scale below which flame-surface fluctuations are 
suppressed.  

Another choice for εi is the Kolmogorov length scale: ( ) 413 ελ vK =  which is the smallest 
turbulent eddy scale. Both Gouldin et al. (Gouldin et al., 1989) and Murayama and Takeno 
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(Murayama and Takeno, 1989) found that the inner cut-off εi is significantly larger than the 
Kolmogorov length scale η. Experimentally measured flame structures do not support either 
of these scalings (Gülder, 1991), but rather that Li δε ∝ . Murayama and Takeno (Murayama 
and Takeno, 1989) and Takeno et al. (Takeno et al., 1989) determined experimentally that the 
inner cut-off is the thickness of the laminar flame, which is the smallest dimension that can be 
distorted by the turbulence. Taking chemistry effects into account suggests that εi also should 
depend on the Karlovitz number, Ka. Based on DNS and experimental data Gülder and 
Smallwood (Gülder, 1991), proposed ( )βαδε KαLi +=  0.5 < u’/Su < 6.2, where α and β are 
constants. 

Effect of r.m.s turbulent velocity on burning velocity 
A well-known effect of turbulence on premixed combustion consists of an increase in burning 
velocity by r.m.s turbulence velocity. A velocity variation u(t) is commonly characterized by 
two quantities: the mean velocity 𝑢𝑢�   and the root mean square (r.m.s) turbulent velocity, as 
illustrated in Figure 4.9.  

 
Figure 4.9 A sketch of velocity variation at a point (Lipatnikov and Chomiak, 2005). 

Figure 4.9 shows the experimental data measured by Karpov and Severin (Karpov and 
Severin, 1978) (Karpov and Severin, 1980) to illustrate the effect of r.m.s turbulent velocity 
on burning velocity for different mixtures concentrations.  
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Figure 4.10 Burning velocity vs. rms turbulent velocity in several mixtures specified in 
legends, symbols show the data measured by Karpov and Severin (Karpov and Severin, 

1980), the curves represent an approximation of the data (Lipatnikov, 2007). 

The experimental data presented in Figure 4.10 shows that differences in molecular transport 
coefficient affect the local burning rate in premixed turbulent flames. In Particular, by 
comparing two hydrogen-air mixtures of different concentrations such as H2-air of Φ = 0.71 
(denoted by F = 0.71 in Figure 4.10Figure 4.10 ) and H2-air of Φ = 5.0 (denoted by F = 5.0 in 
Figure 4.10), it can be clearly seen that, despite a lower initial laminar burning velocity of the 
former (Su0 = 0.2 m/s for H2-air of Φ = 0.71 against Su0 = 1.1 m/s for H2-air of Φ = 5.0), the 
turbulent burning velocity of the leaner hydrogen-air mixture (Φ = 0.71) is much greater than 
the richer one (Φ = 5) under the same r.m.s turbulent velocity, this effect being even more 
pronounced when considering the slopes of the corresponding curves. 

Several approaches to model the influence of the difference in molecular transport 
coefficients on turbulent burning velocity can be considered i.e. the concept of the Markstein 
number, the concept of the critical stretch rate and the concept of the leading point. 

The concept of the Markstein number 
Markstein (Markstein et al., 1964) has suggested a linear relationship between flame speed 
and flame stretch. As stated by Bechtold and Matalon (Bechtold and Matalon, 1987) this 
dependence is characterised by a coefficient of the order of flame thickness. This has become 
known as the Markstein length, which is described by Clavin (Clavin, 1985) as a measure of 
the response of the flame to stretch. The factors that can influence Markstein length are 
known to include, for example, the properties of the reactant mixture, the effects of flame 
stretch itself and whether the flame is steady or unsteady. The Markstein number is reported 
by a number of authors carrying out experiments with spherically expanding flames. It has 
been assumed by Kwon et al. (Kwon et al., 1992) that the Markstein number is proportional to 
the characteristic flame thickness. Therefore the Markstein number can be defined as the ratio 
of the Markstein length to the thermal thickness of the flame. A flame will react differently to 
stretch and strain depending on the Markstein number (Markstein et al., 1964). When the 
Markstein number is positive flame stretch will result in a reduction in the local burning 
velocity (Pelce and Clavin, 1982) (Clavin and Joulin, 1983) however if the Markstein number 
is negative the burning velocity will increase (Dorofeev et al., 2001).    

Higher (lower) mean values of the consumption velocity have been documented in many 
experimental and DNS studies of premixed turbulent flames characterized by high (low) 
diffusivity of the deficient reactant as reviewed in (Lipatnikov and Chomiak, 2005). Figure 
4.11 below shows that the mean consumption velocity computed in DNS (Trouve and 
Poinsot, 1994) is significantly increased when the Lewis number decreases, in line with the 
concept of the Markstein number. 
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Figure 4.11 Development of the mean consumption velocity computed in DNS by Trouve and 

Poinsot at different Lewis numbers (Lipatnikov, 2007) from (Trouve and Poinsot, 1994). 

DNS and experimental data shows that differences in molecular transport coefficient affect 
the local burning rate in premixed turbulent flames. It was shown in (Lipatnikov and 
Chomiak, 2005) that there is a qualitative agreement between the theory of weakly perturbed 
laminar flames – the concept of Markstein number – with dependence of St on Dd, where Dd is 
the molecular diffusivity of the deficient reactant. The concept of the Markstein number 
yields to a qualitatively correct dependence of St on Le. However the concept does not seem 
to be able to quantitatively predict the strong effect of Le on St, which is well documented in 
lean hydrogen-air mixtures. This limitation results from a number of assumptions (e.g. weak 
and steady perturbations), which the concept is based on but which do not hold in real 
turbulent flames. No model of premixed turbulent combustion, based in the concept of the 
Markstein number, has been shown to predict the strong dependence of St on Dd.   

The concept of leading points  
The crucial role played by leading points in turbulent flame propagation was highlighted by 
Zel’dovich (Zel’dovich and Frank-Kamenetskii, 1947) and the idea was developed by several 
groups in Russia. 

According to Kuznetsov and Sabel’nikov (Kuznetsov and Sabel’nikov, 1990), the turbulent 
flame speed is controlled by the burning velocity of these leading point flamelets, where the 
mixture composition is locally altered due to different diffusivity of fuel and oxidiser, i.e. 
preferential diffusion.  
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Figure 4.12 A schematic of a leading point and its possible structure (Lipatnikov, 2007). 

Kuznetsov and Sabel’nikov (Kuznetsov and Sabel’nikov, 1990) have discussed the physical 
basis of the concept of leading points in detail and have argued that turbulent flame speed is 
controlled by the flamelets that advance the furthest into the unburned mixture (leading 
points, see Figure 4.12). The structure of the leading kernels is universal (independent of 
turbulence characteristics) as suggested by Baev and Tretyakov (Baev and Tretyakov, 1969). 

There are two approaches to model the structure of the leading points. One, developed by 
Kuznetsov and Sabel’nikov (Kuznetsov and Sabel’nikov, 1990), places the focus of 
consideration on two almost parallel flamelets just behind the leading point (see Figure 4.12a) 
and considers these flamelets to be critically strained by turbulent eddies i.e. a further increase 
in the strain rate quenches the flamelets. 

Based on the assumption of a critically strained structure for the leading point and different 
diffusivities of fuel and oxidiser, Kuznetsov and Sabel’nikov (Kuznetsov and Sabel’nikov, 
1990) derived the model for a local change in the mixture composition within the leading 
point combustion zone as follows:  
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where lplp φα 1=  is the reciprocal of the equivalence ratio lpφ  at the leading point, 0α  is the 

reciprocal of the equivalent ratio φ  in the original mixture, fox DDd = , Dox and Df  are the 
molecular diffusion coefficients of the oxidant and the fuel respectively, and Cst is the mass 
stoichiometric coefficient. Experimental data (Talantov and Gorenie, 1978), (Karpov and 
Severin, 1978) has shown to be consistent with this concept. 

Another approach, developed later by Lipatnikov (Lipatnikov and Chomiak, 2005), (Betev et 
al., 1995), (Karpov et al., 1996), (Karpov et al., 1997), (Lipatnikov and Chomiak, 1998), 
(Karpov and Lipatnikov, 1995) highlights the tip of the conical flamelet surface (see Figure 
4.12) and considers the flamelet structure at the tip to be critically curved flamelet.  

Based on numerical simulation results, Lipatnikov and Chomiak (Lipatnikov and Chomiak, 
1998) demonstrated that the highest burning rate is reached in the highly curved spherical 
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flame. For this and other reasons discussed in (Lipatnikov and Chomiak, 2005), (Karpov et 
al., 1997) and (Karpov and Lipatnikov, 1995), the highly curved spherical laminar flame 
kernel has been proposed to be used as a model of the structure of the leading kernels in 
turbulent flames. A method, drawing an analogy between the leading points and the so-called 
flame ball, studied first by Zel’dovich, was developed in (Karpov et al., 1997) to characterize 
the burning rate in the leading points.   

Further on, Karpov and Lipatnikov (Karpov and Lipatnikov, 1995) proposed to introduce the 
chemical time scales of τlp and τfb to characterize the burning rate in the leading points for 
premixed turbulent combustion. These time chemical scales, i.e. τlp and τfb, were incorporated 
into the extended Zimont model by replacing the standard chemical time scale τc. The 
combined models were used to simulate the experiments of Karpov and Severin. They found 
that the leading point concept, associated with critically curved flamelets and supplemented 
with the chemical time scales of τlp allowed them to not only explain the strong effect of Dd 
on St at moderate turbulence, but also allowed them to quantitatively predict it.  

Instabilities promoted by confinement and obstructions 
When a flame is propagating in a closed space (an enclosure), acoustic waves are generated, 
which can be reflected from walls and/or obstacles and then interact with the flame front, 
resulting in a development of flame perturbations (Dorofeev, 2008). Consequently different 
instabilities can be observed: Rayleigh-Taylor (RT), Richtmyer-Meshkov (RM) and Kelvin-
Helmholtz (KH). 

In a confined or an obstructed space, Kelvin-Helmholtz instability corresponds to the shear 
instability whereas Rayleigh-Taylor instability occurs at the interface between two fluids with 
different densities and is developed when a lighter fluid is accelerated towards a heavier fluid. 
In the case of compressible fluids, Rayleigh-Taylor instability is known as Richtmyer-
Meshkov instability. 

Those instabilities may have a significant influence on the flame propagation (Ciccarelli and 
Dorofeev, 2008). They generally induce flame acceleration and in extreme cases, cause 
transition to detonation if the flame front is initially sufficiently fast (Kuhl, c1993.), (Thomas 
et al., 1997). For instance, both KH and RT instabilities are triggered when the flame is 
suddenly accelerated over an obstacle or through a vent.  

As a summary of the instabilities previously introduced, it’s possible to say that in the case of 
channels with obstacles, LD and thermo-diffusive instabilities are relatively weak in 
comparison with KH and RT instabilities, which are principally responsible of flame area 
increase and turbulence generation. However LD and thermo-diffusive instabilities may be 
involved at the initial phase of flame propagation and/or in cases of unconfined 
deflagrations/flames. Acoustic instabilities may be present for relatively slow flames in 
enclosures without obstacles. Turbulent flames can be generated by these instabilities or by a 
turbulent flow. The turbulent flame front is characterized by random local variations of the 
front position, resulting from the perturbations of the flow. Those variations result in an 
increase of the flame front and then an increase of the burning rate. For a turbulent flow, the 
following two parameters are key parameters to recognise: LT, the characteristic length scale 
of turbulence, associated with the largest dimensions of turbulent motions, and u’, the root 
mean square (r.m.s) turbulent velocity, defined by the fact that a velocity variation u(t) is 
equal to the mean velocity ū and u’, recalling that u(t) = ū + u’) (see Figure 4.9). 

Parametrization of turbulent flame burning velocity 
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Some authors (Bray, 1990) (Gülder, 1991)  proposed an expression to calculate the turbulent 
flame burning velocity using the two characteristic parameters of a turbulent flow: 

𝑆𝑆𝑡𝑡
𝑆𝑆𝑢𝑢0

= 𝑘𝑘.�
𝑢𝑢′
𝑆𝑆𝑢𝑢0

�
𝑎𝑎

. �
𝐿𝐿𝑇𝑇
𝛿𝛿𝐿𝐿
�
𝑏𝑏

  Equation 4.22 

where k, a and b are coefficients relatively independent of the mixture. For instance, Gülder 
(Gülder, 1991) proposed the following coefficients: k=0.62, a=0.75 and b=0.25 and Bray 
(Bray, 1990) proposed: k=1.8, a=0.412 and b=0.196. 

The different combustion regimes can be described by the following dimensionless ratios 
𝑢𝑢′ 𝑆𝑆𝑢𝑢0⁄   and  𝐿𝐿𝑇𝑇 𝛿𝛿𝐿𝐿⁄ , as in the Borghi diagram (Figure 4.13) (Borghi, 1985) (Ciccarelli and 
Dorofeev, 2008).  

 
Figure 4.13 Borghi diagram of characteristic regimes of turbulent combustion (Ciccarelli and 

Dorofeev, 2008). 

Slopes inside the Borghi diagram are expressed in function of non-dimensional numbers; the 
Reynolds, Damköhler and Karlovitz numbers as a function of 𝑢𝑢′ 𝑆𝑆𝑢𝑢0⁄  and 𝐿𝐿𝑇𝑇 𝛿𝛿𝐿𝐿⁄  ratios: 
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  Equation 4.23 

Those three non-dimensional numbers are linked by the following relation: Ret = Da2.Ka2 

On this diagram, it’s possible to identify several combustion regimes. Each of these 
combustion regimes has a specific burning velocity and flame thickness dependence on 
turbulence.  

- Laminar flame regime (Ret <1): In the wrinkled flame regime the RMS turbulent 
velocity is approximately equal to the laminar burning velocity. The thickness of the 
flame is smaller than the Kolmogorov scale. Where the flame is more strongly 
wrinkled, folded flames occur where the RMS turbulent velocity is greater than the 
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mainar burning velocity. These folded flames create pockets of unburned mixture 
within the burnt zone. 

- Wrinkled flamelet regime (Ret >1, Ka <1, Da >1, u’/Su0 <1). The thickness of the 
flame is still small. Burning takes place in laminar flamelets which wrinkle the surface 
when they pass through large eddies. 

- Corrugated flamelet regime (Ret >1, Ka <1, Da >1, u’/Su0 >1). Flame structure is still 
laminar but it’s highly disturbed due to eddies passing through the flame front. ‘Small 
tongues’ of floded flames are formed which may eventually split off from the flame 
front. The folding process of the flamelet leads to the creation of pockets of unburned 
mixture pockets in combustion products.  

- Thick flame regime (Ka >1, Da >1). Small eddies penetrated in the flame structure; 
several pockets of unburned mixture and combustion products are present in the flame 
zone. As a result, the combustion reaction occurs in thick flames. 

- Well-stirred reactor regime (Ka >1, Da <1). Pockets of unburnt mixtures and 
combustion products are smeared out in space, then the reaction zone thickness 
becomes bigger and the reaction is slower. This process increases diffusion and rate of 
heat transfer to the cold mixture that leads to the observed drop in flame temperature. 

4.1.2 Closed vessel deflagrations (HELION) 
A closed vessel deflagration is an explosion that occurs in a vessel/enclosure which is capable 
of withstanding the pressure generated. In enclosures, the flame propagation velocity is 
sufficiently small (< 30 m/s) so that the internal pressure can be considered uniform (in the 
space). Even if flame propagation isn’t fast, high pressures can be obtained as the vessel will 
prevent expansion of the burnt gas leading to pressure build up. 

This condition is generally met when the ratio between the largest and the smallest dimension 
of the enclosure is less than 5 (L/D < 5; L = length; D = diameter/height/width (Proust, 2004). 
In the case of isochoric combustion, the maximum overpressure Pmax depends only on the 
total quantity of burnt gas produced during the explosion. This overpressure cannot be greater 
than 12 or 13 bars (the hypothesis being reliant on the initial pressure being equal to 
atmospheric pressure) and almost exclusively depends on the nature of the reactant and its 
calorific value.  

The theoretical value of the maximum overpressure is obtained for adiabatic isochoric 
complete combustion (AICC). Differences between the AICC pressure and the real peak 
pressure are related to the amount of energy lost during combustion. 

The internal pressure increase between two successive instants is proportional to the volume 
of gas produced by combustion. The volume of gas produced is a function of the flame area, 
burning velocity and expansion ratio of combustion products. The curve defining  pressure 
increase as a function of time forms an “S” shape (see Figure 4.14), which can be described 
using the following expression (Lewis and Von Elbe, 1987): 

1
𝑃𝑃

.
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

≈ 𝛾𝛾
𝑆𝑆𝑢𝑢𝐴𝐴𝑓𝑓(𝑡𝑡)(𝐸𝐸 − 1)

𝑉𝑉
 Equation 4.24 

where Af(t) is the flame surface, γ is the specific heat ratio (γ = 1.4 for hydrogen) and V is the 
volume of the enclosure. 
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Andrews and Bradley (Andrews and Bradley, 1972) established a relation, for a spherical 
propagation in a closed vessel, between the pressure increase dPb/dt and the position of the 
flame (radius, rb in the case of a sphere): 
𝑑𝑑𝑃𝑃𝑏𝑏
𝑑𝑑𝑑𝑑

=
3𝛾𝛾𝑃𝑃𝑏𝑏
𝑟𝑟𝑏𝑏

�𝐸𝐸. 𝑆𝑆𝑢𝑢 − 𝑉𝑉𝑓𝑓� Equation 4.25  

where Vf is the visible/apparent flame velocity (from a fixed marker). 

This kind of modelling allows, in theory, a connection to be made between the rate of 
pressure increase in a closed vessel, the enclosure geometry, and the rate of production of 
burnt gases. Considering the flame to be infinitely thin and radial propagation from the point 
of ignition (considering a spherical vessel of diameter D), the rate of pressure increase can 
therefore be calculated with good precision. Ellis and Wheeler (Ellis and Wheeler, 1927) as 
described in (Lewis and Von Elbe, 1987) showed that this approach is true for relatively 
compact equipment, considering central ignition.  
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. (𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑃𝑃0) Equation 4.26 

where D is the diameter of the spherical vessel; Sc is the burning velocity (laminar or 
turbulent); Pmax is the theoretical overpressure of combustion (maximum pressure at constant 
volume) and P0 is the initial pressure. 
 

 

Figure 4.14 Example of explosion overpressure as a function of time in a closed vessel 

The shape of the enclosure can have an impact on the pressure increase and on flame 
propagation. Two cases can be readily distinguished:  

• An enclosure with L = D; flame propagation will be spherical (around the ignition 
point) 

• An enclosure with L >> D (like pipes, channels or tunnels); flame propagation will be 
planar 

When the overpressure and the flame speed are compared for these flame propagation modes, 
it can be shown that a higher flame velocity is required for the spherical mode than for the 
planar mode in order to obtain the same explosion overpressure. This can be explained by the 
fact that gas can expand more freely in the spherical mode than in the planar mode (Moen and 
Saber, 1986).  
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Deflagration index - Pressure increase coefficient 
A characteristic parameter to evaluate closed vessel combustion is the coefficient KG known 
as the deflagration index. This coefficient is used to define the “explosion violence” of a 
mixture and then to classify and compare different gases. It per dP/dt, the KG coefficient is 
also strongly dependent on test conditions such as volume and geometry of the vessel, type 
and amount of ignition energy, temperature and pressure conditions. 

This coefficient is calculated by multiplying the maximum rate of pressure increase with a 
characteristic length (here the cube root of the vessel volume) and defined by Equation 4.27: 

𝐾𝐾𝐺𝐺 ≡ 𝑉𝑉
1
3. �

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
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𝑚𝑚𝑚𝑚𝑚𝑚

  Equation 4.27 

where V is the enclosure volume. 

KG values for different gases and for a range of volumes have been tabulated in the NFPA-68 
(NFPA 68, 2007). For example, for a spherical enclosure of 5 L and ignition by an electrical 
spark of roughly 10 J, in normal conditions, Pmax is equal to 6.8 bars and KG is equal to 550 
bar m/s for hydrogen. 

4.1.3 Open atmosphere deflagration (HELION) 
Open atmosphere deflagrations are also called Unconfined Vapour Cloud Explosions (UVCE) 
and correspond to the ignition of an unconfined cloud formed after a leak. Due to the 
expansion ratio, the burnt gases produced during combustion act as “piston” on the 
surrounding atmosphere and generate a “pressure wave”.  

Leyer (Leyer, 1983) shows that the speed of this “piston effect” up (or the Mach number Mp) 
is directly linked to the speed of flame propagation Vf towards the unburnt gases (or Mach 
number Mf) and to the expansion ratio E. These relationships can be defined through the 
following expression: 

𝑀𝑀𝑝𝑝 = 𝑀𝑀𝑓𝑓 . �1 −
1
𝐸𝐸
�
1
3�

 Equation 4.28 

The solution of the physical problem of pressure wave production by an unconfined explosion 
has been developed and validated several times (Guilbert-Duplantier, 1993) (Lee, 1988). 
Mathematically, the solution is the application of an “acoustic” model to flames (Van Den 
Berg, 1985) (Leyer et al., 1993) (Leyer, 1982). 

Leyer (Leyer, 1982) and Deshaies (Deshaies and Leyer, 1981) provided the most significant 
developments. An analytical model has been developed that permits the prediction of wave 
propagation in the environment. Using this modelling allows for the Navier-Stokes equations 
to be solved by dividing the computation space into different areas namely: the flame front, 
the burnt gases and the unburnt gases. Near the front, the unburnt gases are considered as 
incompressible fluids.  

At a distance from the flame front, the “acoustic” solution is: 

∆𝑃𝑃 =  
𝜌𝜌0 �1 − 1

𝐸𝐸�
4𝜋𝜋𝜋𝜋

.
𝑑𝑑2𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑑𝑑𝑑𝑑2

 Equation 4.29 

with  
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𝜕𝜕𝜕𝜕²

=
𝜕𝜕
𝜕𝜕𝜕𝜕
�𝐴𝐴𝑓𝑓 . 𝑆𝑆𝑓𝑓� Equation 4.30 

where ∆P is the overpressure at the distance r from the location of ignition; ρ0 is the density 
of the surrounding gas; Vflame is the volume of the “acoustic source” (here the ignited volume 
of gas); Af is the surface of the “acoustic source” and Sf is the spatial speed of the flame. 

This type of modelling forms the basis of estimation methods of pressure effects, in the case 
of spherical flame propagation in explosive clouds, this model being the tool base of the 
Multi-Energy Method (Van Den Berg, 1985). 

Flow generated by an open atmosphere deflagration 
The flow induced by a deflagration of an r0-radius-spherical combustible charge in an open 
and infinite space can be divided into four distinct areas (see Figure 4.15): 

• The first area is the area contained the burnt gas, delimited by the spherical flame 
front of a radius rf. This area concerns every radius r as 0 < r < rf. The area 
containing the burnt gas is hot and is assumed to be quiescent, so that the pressure 
inside the “fire ball” is approximated as being constant. 

• The second area corresponds to the flame front itself (r = rf). The flame can be 
considered as an interface with a thin thickness, in comparison to the volume 
containing the burnt gases, where the transformation of reactants into combustion 
products takes place. The shape of the reactive area can be complicated 
particularly when turbulent eddies interact with the combustion process. 
Considering the expansion ratio, the maximum radius of the flame is defined, for 
a fuel-air mixture near stoichiometry, as: 

𝑟𝑟𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚 = 𝐸𝐸1 3� . 𝑟𝑟0 ≈ 2. 𝑟𝑟0 Equation 4.31 

• The third area is the unburnt gas, which is in direct contact with the flame and the 
burnt gases so that the local pressure is close to the flame front pressure. In this 
case, the flow is correctly described by the incompressible fluid dynamic 
equations. The extension of this area can be written as: rf < r < 2rf. 

• The fourth area is comprised between 2rf and the maximum distance covered by 
the initial pressure wave (called the “first wave”). In this area, the pressure field 
obeys the acoustics laws. Beyond this area, the surrounding air isn’t modified. 

When the flame speed is smaller than about 120 m/s, the amplitude of the first wave is equal 
to zero and the pressure field doesn’t create a discontinuity upstream from the flame. Above 
120 m/s, the first wave is a shock wave (Leyer, 1982). 
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Figure 4.15 Flow generated by a spherical deflagration. 

Cambray (Cambray et al., 1979) proposed general analytic solutions, also available for high 
Mach numbers. 

Leyer (Leyer, 1982), (Leyer, 1983) and Deshaies and Layer (Deshaies and Leyer, 1981) gave 
a general description of the pressure signal. It appears, for example, for constant speed 
propagation, that the overpressure ∆P at a distance r (which is greater than the flame radius rf) 
has the same shape as indicated in Figure 4.16. After the first pressure wave, the pressure 
increases linearly up to the quenching of the flame, that occurs when the flame has reached its 
maximum radius, rfmax at: 

𝑡𝑡+ = 𝑟𝑟0.𝐸𝐸
1
3�

𝑉𝑉𝑓𝑓
,  Equation 4.32 

The deceleration and cessation of the flame at the end of propagation leads to a rapid fall in 
pressure. At a fixed moment, the profile of the pressure field in the space is as shown in 
Figure 4.16 (picture B). In the burnt gases, the pressure is uniform and slightly lower than the 
maximum overpressure for the flame front. In the acoustic area, the overpressure decreases as 
1/r, moving away from the flame front. The acoustic area is linked to the surrounding air by 
the first wave. 



 
  220/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

 

Figure 4.16 Overpressure, as a function of time (A) and distance (B), generated by a spherical 
deflagration (Leyer et al., 1993). 

If the flame speed is moderate (i.e. clearly lower than the speed of the unburnt gases, Mf < 
0.35), an accurate analytical solution for the pressure field can be obtained: 

• In the acoustic area (fourth region), the explosion effect is experienced as the 
effect of a monopole acoustic source that gives out an acoustic wave in the 
environment (similar to the sounds emitted by a speaker).  

The pressure effect is represented by the relation: 

∆𝑃𝑃(𝑟𝑟, 𝑡𝑡) =  
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where t = t-r/c0, c0 is the speed of sound in the surrounding gas (air). 
In the case of spherical propagation, a more explicit formulation can be obtained: 

𝑉𝑉 =
4
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.𝜋𝜋. 𝑟𝑟𝑓𝑓3 Equation 4.34 

Finally: 
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• In the incompressible area (third region), the analytic solution is: 
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 Equation 4.36 

When the flame is rapid (i.e. M > 0.35; Vf < 120 m/s), the first wave takes the 
profile of a shock wave and can be ignored. If M > 0.7, the pressure profile 
between the shock wave and the piston is close to the incompressible solution. 
Some analytic solutions had been proposed (Lannoy, 1984) but they are difficult 
to use. 

  
In the case of a flame propagating at constant velocity lower than 120 m/s, the expressions 
describing the pressure field become: 
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• In the acoustic area (r >> rf): 

∆𝑃𝑃(𝑟𝑟, 𝑡𝑡) = 2. 𝜌𝜌0. �1 −
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• Near the flame front (r ≈ rf): 
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• In the burnt gases, the pressure is uniform: 

∆𝑃𝑃𝑏𝑏 = 𝜌𝜌0. �1 −
1
𝐸𝐸
� .𝑉𝑉𝑓𝑓2.

1
2

. �3 −
1
𝐸𝐸
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This set of analytical expression allows for the calculation, in all space and at a fixed moment, 
of the maximum overpressure generated by the explosion. This overpressure is expressed 
using the square of the flame velocity, Vf and decreases according to the inverse of radius r. 

Multi-Energy Method 
In order to obtain graphs for the pressure effects associated with open atmosphere 
deflagrations, and to obtain results applicable to all ranges of Mach number, solutions such as 
the TNO in the Multi-Energy Method can be implemented (Van Wingerden, 1984) (Van den 
Berg, 1980) (Van Den Berg, 1985). 

The Multi-Energy Method is based on the following hypothesis: 

• The flame is propagating at a constant speed, taken as the maximum possible for 
the plant considered 

• The maximum flame propagation velocity is calculated in an empirical way, as a 
function of the cloud reactivity, its geometry etc. 

The energy-scaled distance is calculated from the combustion energy: 

𝑅𝑅� =  
𝑅𝑅

(𝐸𝐸𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑃𝑃0⁄ )1 3⁄  Equation 4.40 

where Ecomb is the combustion energy and P0 is the atmospheric pressure. 

The dimensionless maximum static overpressure is defined by: 

∆𝑃𝑃� =
∆𝑃𝑃
𝑃𝑃0

 Equation 4.41  

The combustion energy of the explosion is the internal energy of the charge (volume of the 
fuel) and can be defined as the energy of Brode: 

𝐸𝐸𝑏𝑏 =
∆𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚.𝑉𝑉
𝛾𝛾 − 1

 Equation 4.42 

where ∆Pmax is the maximum overpressure of an explosion at constant volume and V the 
volume of the initial charge. 



 
  222/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

Noticing that V = 4/3·π·R0
3 for a spherical charge and the expansion ratio E ≈ ∆Pmax/P0 

(explosion at constant volume), a one-to-one relationship can be deduced between 
(Ecomb/P0)1/3 and the radius of the initial charge R0: 
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A similar relation can be obtained for a hemispherical charge with V = 2/3·π·R0
3. 

Van der Berg (Van Den Berg, 1985) proposed the following graphs where the “intensity” of 
each explosion is characterized by an index with a range between 1 and 10, corresponding to 
the maximum level of overpressure (see Figure 4.17). These graphs allow for the 
determination of the dimensionless overpressure and the positive phase duration as a function 
of the energy-scaled distance. 

 

 

Figure 4.17 Graphs of maximal overpressure and positive phase duration in function of 
energy-scaled distance generated by a hemispherical deflagration at constant velocity. 

The value of the impulse can be defined as: 

𝐼𝐼 =
(∆𝑃𝑃. 𝑡𝑡+)

2
 Equation 4.44 

The determination of explosion effects (overpressure, impulse) from the graphs requires the 
estimation of the flame propagation velocity and the explosion energy, i.e. the size of 
flammable cloud. 

These laws were the subject of experimental verifications. In the work of Koch and 
Drenckhahn (Koch and Drenckhahn, 1984), some explosion experiments using stoichiometric 
hydrogen-air mixtures were undertaken on a large range of volumes. The results showed the 
effect that a decrease in overpressure had on acoustic behaviour, decreasing as 1/r. While in 
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the burnt gases, the pressure stayed constant, in agreement with the hypothesis of the 
deflagration model at constant speed. For a fixed flame speed (or fixed overpressure level 
inside the burnt gases), the experimental points lined up with an only decreasing curve of 
overpressure as a function of r0/r, whatever the volume of the initial charge. 

4.1.4 Vented deflagrations, including coherent deflagration phenomenon 
(UU) 

If hydrogen is allowed to disperse in an enclosed space with the resulting mixture 
concentration exceeding the flammability threshold, subsequent ignition results in the 
deflagration phenomenon – a rapid combustion of the mixture driven by heat transfer. The 
heat released by the deflagration causes the combustion gases and excess air to expand. It is 
accompanied with a rapid rise in pressure, which can result in the collapse of the enclosure. If 
the enclosure is sufficiently strong to withstand the pressure, the evolution of the pressure can 
become quite complex with several distinct pressure peaks.  

The phenomenon of double peak pressure structure for vented gaseous deflagrations has been 
well established since the beginning of research into this topic in the 1950s (Kommitten for 
Explosions Forsok, 1957), but it has not been explained on a theoretical basis for a long time 
(Butlin, 1975). The existence of a two-peak pressure structure during the venting of 
deflagrations was demonstrated theoretically by models of Yao (Yao, 1974), Pasman et al. 
(Pasman et al., 1974), Bradley and Mitcheson (Bradley and Mitcheson, 1978) and Molkov 
and Nekrasov (Molkov and Nekrasov, 1981). An example of a typical two peak structure, 
experimental pressure transient is presented in Figure 4.18 (Dragosavic, 1973). The first peak 
occurs due to vent opening and the second peak due to the high combustion rate (large surface 
area) at the end of the deflagration.  

Later studies by Cooper et al. (Cooper et al., 1986) revealed a more complex four-peak 
pressure structure for rectangular enclosures and very low vent release pressures (see Figure 
4.19, top graph). Analysis of film records showed that pressure peak P1 is associated with vent 
opening and venting of the unburned gas from the enclosure (Figure 4.19, top, middle, 
bottom). Due to the higher velocity of hot gas compared to the cold gas at the same pressure 
drop, burned gas venting begins almost immediately after pressure peak P1, when vent 
opening pressure is above 7.5 kPa (Figure 4.19, middle, bottom), and thus contributes 
significantly to the fall in pressure at this stage of the vented deflagration. The second peak P2 
is due to the “external explosion” or the highly turbulent combustion of the unburned mixture 
pushed out of the vessel, resulting in a “coherent deflagration” of unburned mixtures inside 
and outside of the enclosure.    
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Figure 4.18 Typical experimental pressure-time curve with two characteristic peaks P1 and P2 

(Dragosavic, 1973) Pressure P0 corresponds to the vent opening pressure. 

The coherent deflagration phenomenon refers to the multi-peak pressure evolution behaviour 
observed during vented deflagrations. The first pressure peak is produced by the deflagration 
of the hydrogen-air mixture in the enclosure. The pressure wave generated by this 
deflagration pushes the unburned fuel-air mixture from the enclosure through the vent, 
resulting in an increased concentration of combustible mixture outside of the enclosure. This 
mixture is subsequently ignited when the flame front reaches the vent, producing the external 
combustion, which exhibits high combustion velocities due to the mixture turbulisation 
occurring as it escapes from the enclosure. The pressure generated by this external 
deflagration effectively “closes” the vent, preventing the escape of combustion products from 
within the enclosure and producing the second recorded pressure peak. The synchronized rise 
of pressure outside and inside the enclosure lends the descriptor “coherent” to the 
phenomenon. Solberg et al. (Solberg et al., 1980) carried out one of the earliest studies 
highlighting the importance of external explosions.  

Subsequent studies by Harrison and Eyre (Harrison and Eyre, 1987) came to the conclusion 
that for “large vents, where the internally generated pressures are low, the external explosion 
can be the dominating influence on the internal pressure” and that this influence “could be 
very important for large volume low strength structures such as buildings or off-shore 
modules”. Harrison and Eyre (Harrison and Eyre, 1987) simultaneously with Swift and 
Epstein (Swift and Epstein, 1987) suggested that the influence of the external explosion on 
the internal pressure dynamics is to decrease the mass flow rate through the vent. Theoretical 
analysis by Molkov (Molkov et al., 2007) based on processing the experimental data by 
Harrison and Eyre (Harrison and Eyre, 1987) confirmed that the turbulence factor inside the 
enclosure was practically not affected by the external explosion. Instead, the substantial 
decrease of the generalised discharge coefficient in the lumped parameter model, and thus the 
mass outflow, was found for tests with a distinct external combustion. It was concluded that 
the decrease in a pressure drop on the vent due to combustion outside the enclosure is the 
main reason for the reduction in the venting of the gas to outside the enclosure. 

The external combustion is less important at higher vent opening pressures since only a small 
amount of unburned gas is ejected from the enclosure prior to its ignition. Thereby for such 
scenarios the second peak is no longer visible on pressure transient traces. The decrease of 
flame front area after the flame touches the enclosure walls is responsible for the third peak 
P3. Cooper et al. (Cooper et al., 1986) stated that the fourth peak P4 is generated when 
pressure waves resulting from the combustion process couples with the acoustic modes of the 



 
  225/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

vessel, setting up sustained pressure oscillations thus satisfying the Rayleigh criterion (Lord 
Rayleigh, 1883). The third and fourth peaks, P3 and P4 still occur at failure pressure 7.5 kPa 
(see Figure 4.19, middle). At the highest vent opening pressure of 21.7 kPa (Figure 4.19, 
bottom) only two peaks are observed. The second major peak is clearly due to acoustically 
enhanced combustion (Cooper et al., 1986). Peak P3 is no longer observed since the onset of 
the rapid combustion process responsible for P4 occurs prior to any significant reduction in 
flame area due to the interaction of the flame front with the enclosure walls. 

 
Figure 4.19 Pressure transients (Cooper et al., 1986): with four peaks at low vent opening 

pressure (top), three peaks at medium vent opening pressure (middle), two peaks at high vent 
opening pressure (bottom). 

It can be noted that by increasing the failure pressure of the relief panel to above 7.5 kPa the 
two pressure peak structure becomes the dominant feature on the observed pressure-time 
profiles (Figure 4.19, middle and bottom graphs). This value has to be confirmed for 
hydrogen-air deflagrations as experiments by Cooper et al. (Cooper et al., 1986) were carried 
out using another flammable gas. Requirements in many industrial situations preclude the use 
of low failure pressure reliefs. In circumstances where a high failure pressure relief panel is 
employed the four pressure peaks identified by Cooper et al.  (Cooper et al., 1986) will not all 
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be discernible on any pressure trace, as can be seen in Figure 4.19. Moreover, the relative 
ease, with which the fourth acoustically driven peak can be significantly reduced in 
magnitude or eliminated altogether, suggests that in most practical situations acoustically 
enhanced pressures will be of little or no importance (Cooper et al., 1986) (Van Wingerden 
and Zeeuwen, 1983). 

The nature of the coherent deflagration phenomenon in a vented enclosure-atmosphere system 
has been investigated by Molkov and Makarov (Molkov and Makarov, 2003) using large eddy 
simulations (LES). Simulation results were compared against experimental observations 
within the SOLVEX (Shell Offshore Large Vented Explosions) research programme (Bradley 
et al., 2001) performed in the empty 547 m3 vented enclosure, containing an initially 
quiescent methane-air mixture. A comparison between simulated and experimental pressure 
transients and dynamics of flame front propagation inside and outside the enclosure gave an 
insight into the nature of the complex simultaneous interactions between flow, turbulence and 
combustion inside and outside the enclosure (coherent deflagrations). Comparison of LES 
simulations with experimental data have shown that the substantial intensification of 
premixed combustion occurs only outside the empty SOLVEX enclosure and this leads to a 
steep coherent pressure rise in both internal and external deflagrations. The external highly 
turbulent premixed combustion does not affect burning rate inside the enclosure.  

LES numerical model, described in detail by Makarov and Molkov (Makarov and Molkov, 
2004)  provided an excellent match between theory and experiment for coherent deflagrations 
in the empty SOLVEX facility. The rapid increase of the burning rate outside the enclosure 
commences not at the moment when the flame front emerges from the vent but after the flame 
front reaches the edges of the vent. The coherent steep pressure rise is observed both inside 
and outside the enclosure after this instance. The pressure rise in the atmosphere is a direct 
consequence of the highly turbulent deflagration outside the enclosure.  

It is important to notice that the model contained only one ad hoc parameter, which is used to 
account for the unresolved sub-grid scale (SGS) increase of the flame surface density outside 
the enclosure (Molkov, 2012) due to the generation of small-scale swirling structures in the 
flow downstream of the vent edges. This flow phenomenon is unresolved in the simulations 
as a relatively coarse mesh is implemented. The LES model correctly reproduces the 
experimental pressures at different locations inside and outside the enclosure, as well as the 
development of the deflagration in the atmosphere when the ad hoc parameter is gradually 
increased outside the enclosure, from its default value of 1 to 2 in a time equal to the 
completion of the external combustion. 

At the same time no increase of the burning rate inside the enclosure has been observed. The 
pressure rise inside the enclosure is caused by the decrease of mass flow rate from the 
enclosure to the atmosphere, due to the decrease of pressure drop at the vent as a result of the 
intensive combustion of the flammable mixture as it emerges into the atmosphere in front of 
the vent. The application of an ad hoc parameter inside the enclosure, or both inside and 
outside the enclosure, leads to inadequate dynamics of the coherent deflagrations (Molkov 
and Makarov, 2006).  

Vented deflagrations, characterized by a rise ina number of instabilities, occurrs as the 
unburned mixture and combustion products escape through the vent. One of the potentially 
important types of instabilities occurring during vented deflagrations is Rayleigh-Taylor (RT) 
instability. Rayleigh-Taylor instability was first described by Lord Rayleigh (1883) and by Sir 
G. Taylor (1950). It occurs at the interface between two fluids of different densities, subjected 
to acceleration in the direction from the lighter to the heavier. Accelerations in the flow, as 
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described by Zeldovich et al. (Zeldovich et al., 1985), may vary periodically in magnitude and 
sign and as such can have a stabilizing and destabilizing effect on the flame front.  

The growth of this instability has been found to occur most prominently as the flame 
accelerates through the vent (Tsuruda and Hirano, 1987) and also close to the vent following 
the expulsion of the hot combustion gases (Solberg et al., 1981). Additionally, according to 
previous research undertaken at Ulster University  (Makarov et al., 2010b), the flow 
conditions required for the growth of RT instability were identified following the application 
of the former version of the Ulster deflagration model to analyse the experiments described in 
(Shirvill et al., 2007). This result provided the basis for the inclusion of RT instability during 
the simulation of the present vented deflagration scenarios.  

Rayleigh-Taylor instability was identified as playing a major role in pressure build-up during 
the external deflagration encountered within large scale scenarios. A model representing this 
instability has been developed (Keenan et al., 2014) and added to the multi-phenomena 
turbulent burning velocity deflagration model. The model has been implemented in the form 
of a separate transport equation for the RTΞ  wrinkling factor, containing source and sink terms 
developed based on phenomenological considerations of RT instability. A detailed description 
of the RT model implementation is provided in (Keenan et al., 2014). 

Another potentially important instability is produced by the interaction of acoustic waves 
generated by a deflagration within an enclosed structure. This type of instability is difficult to 
account for in CFD modelling, giving rise to significant discrepancies between computed and 
experimentally observed results, in cases where acoustic instabilities become important.  

4.1.5 Vented deflagrations with inertial vent covers (UU) 
The first studies on the influence of vent cover inertia on explosion overpressure were 
performed in the UK in the 1950s (Wilson, 1954), (Cubbage and Simmonds, 1955). They 
demonstrated that in order to prevent pressure from growing above the strength of the weakest 
structure part, in addition to sufficient vent area, it is necessary for vent cover inertia to be 
sufficiently low. A recent review of the state-of-the-art in explosion venting with inertial vent 
covers is provided in (Molkov et al., 2004).  

Pressure dynamics of vented deflagrations with inertial vent covers 
As previously discussed, vented deflagration pressure dynamics typically exhibit two or more 
pressure peaks (Butlin, 1975). The theoretical explanation for its appearance was provided by 
Yao (Yao, 1974), Pasman et al. (Pasman et al., 1974), and Bradley and Mitcheson (Bradley 
and Mitcheson, 1978). The first peak is associated with the opening of a vent cover, while the 
second is typically associated with combustion of the gas mixture outside of the enclosure, 
which effectively prevents the combustion products within the enclosure from escaping 
through the vent. It was experimentally (Cubbage and Simmonds, 1955) and theoretically 
(Korotkikh and Baratov, 1978) shown that inertia of the vent panels affects only the first 
pressure peak. Experiments with identical vent areas but with vent inertia up to 200 kg/m2 
have shown a linear trend between this first pressure peak and vent cover inertia (Cooper et 
al., 1986). 

The observation that inertia of the vent panel, at least over the range of conditions from the 
tests, affects only the first pressure peak and has no effect on the second pressure peak was 
first made by Cubbage and Simmonds (Cubbage and Simmonds, 1955). Zalosh (Zalosh, 
1979) demonstrated that, for tests in a 0.19-m3 vessel, with the same vent area and inertia free 
covers, but different vent release pressures (for inertia-free vent covers the first pressure peak 



 
  228/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

is equal to release pressure), the second pressure peaks were almost identical, even though the 
first peaks differed by a factor of 2.5. Both results are similar in the sense of independence of 
two pressure peaks. Korotkikh and Baratov (Korotkikh and Baratov, 1978) have theoretically 
shown that the inertia of the vent cover does influence the value of the first peak, but does not 
affect the second one (Korotkikh and Baratov, 1978), (Korotkikh, 1980). This result would be 
expected to be correct only in cases where the vent cover is removed fully before the 
completion of combustion inside the enclosure. The same result was obtained during an 
analysis of real explosions (Molkov, 1999a). In 1983, Pilugin (Pilugin, 1983) confirmed this 
finding and showed that the instantaneous breakage of glass through all venting areas at 
different pressures (i.e. a different first pressure peak) does not influence the second peak. A 
more realistic model of glass breakage, with probability of glass failure over a range of 
pressures, compared to simultaneous breakage of all glass, was then used. This probabilistic 
model substantially changed the dynamics of deflagrations: the first pressure peak 
disappeared, the explosion impulse (the integral of internal pressure in time) on the structure 
increased, and, most importantly, the second peak increased in comparison with the 
instantaneous opening of glass vent covers. At the same time, the opening of glass panes in 
succession, predicted by the use of a probability failure model, led to “oscillations” in the 
pressure time transient in comparison with a “smooth” breakage. 

In a series of tests by Cooper et al. (Cooper et al., 1986), identically sized vents of different 
surface densities in the range up to about 200 kg/m2 were allowed to rest over the vent area in 
a horizontal plane, restrained only by their own weight. The results suggested a linear 
relationship between the first pressure peak and vent cover inertia. The mass per unit area of 
the relief panel was found to have no significant effect on the second pressure peak. The first 
pressure peak depended crucially on the failure strength of the explosion venting device 
installed, and as the relief failure pressure Pv increased with inertia, (i.e. weight of the panel) 
so did the first pressure peak P1. 

Effect of venting generated turbulence 
The majority of experimental data on vented gaseous explosions have been obtained under 
conditions of low turbulence using small-scale equipment. Most empirical formulae do not, 
therefore, include a parameter accounting for the increase in burning velocity (flame front 
area in our model) due to turbulence (Marshall, 1980), (Dobashi et al., 1994), (Dobashi, 
1997a), (Dobashi, 1997b). Turbulence generated by venting can be characterised by the 
turbulence factor  χ  (equivalent of turbulent-to-laminar burning velocity), introduced by Yao 
(Yao, 1982). Burgoyne and Wilson (Burgoyne and Wilson, 1960) observed that the smooth 
opening of hinged venting plates produced a lower overpressure compare to bursting 
membranes, which, as they suggested, was due to the lower level of venting generated 
turbulence for the gradual opening of the vent. Lower than expected overpressure was 
observed in experimental studies employing heavy hinged swing doors (Zalosh, 1979), and in 
the study where vent release panels opened at different pressures in the same test (Howard 
and Karabinis, 1980). Swift and Epstein (Swift and Epstein, 1987) suggested that slowly 
growing vent area generated less turbulence, and therefore required smaller vent area for the 
same effect. Tamanini (Tamanini, 1996) argued that the independence of the second pressure 
peak, from vent panel inertia, is due to the domination of combustion instabilities and 
acceleration close to the final stages of venting, meaning that the method of panel deployment 
plays a relatively minor role on the progress of the explosion.   

Until recently the turbulence factor was not predictable from first principles (Yao, 1982). For 
a laminar spherical flame the turbulence factor is equal to unity. Solberg (Solberg, 1982) used 
a time-variable turbulence factor reaching as high as 20 to 80 to calculate the maximum 
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pressure rise. Molkov (Molkov, 1995) has calculated values up to 100 from the processing of 
experimental data on vented deflagrations in an enclosure of volume 4000 m3 with obstacles 
(about 25 without obstacles). These numbers, with differences of two orders of magnitude, 
introduce the notion of possible failures in vent sizing. 

The substantial effects of vent size and turbulence are clear: combustion with high turbulence 
and small vent areas gives pressures much higher than that for which buildings are normally 
designed (Rasbash et al., 1976).  

Sometimes, opposite points of view can be found in the literature with regard to venting of 
deflagrations by use of inertial vent covers. For example, (Howard, 1972) stated that the 
higher the inertia of the venting panel the higher the pressure needed to accelerate the panel to 
the open position. Hence, for the total venting pressure to be low, vent panels, if any, must be 
of the lowest feasible inertia. A contrary statement was given by Burgoyne and Wilson 
(Burgoyne and Wilson, 1960), who showed experimentally that a smooth opening of the vent, 
for example, by hinged plates, led to a decrease of the maximum explosion pressure in 
comparison with bursting membranes. They suggested that the reason for this phenomenon 
was a lower level of generated turbulence due to the gradual opening of the vent. It can be 
suggested that the reason for this contradiction is the consideration of different pressure peaks 
by different authors. This underlines the importance of a unified approach and the need to 
estimate and compare all pressure peaks during vent design for enclosures with inertial vent 
covers. 

An uncovered vent opening allows for vent flow from the very beginning of the explosion. 
One should expect a higher maximum pressure to occur for a covered vent, which prevents 
venting in the initial phase of the explosion. This seems, at least for relatively slow 
deflagrations, not always to be the case, as is evident from pressure–time traces of propane–
air deflagration in 35 m3 (Solberg, 1982). The possible reason could be differences in the 
development of venting-generated turbulence. 

In Zalosh’s (Zalosh, 1979) tests the vents were, with one exception, heavy hinged swing 
doors meaning that the full vent was not immediately open. A possible explanation for the 
lower than expected overpressures (by theory) is that the slowly varying vent area did not 
create as much turbulence as might be expected if the full vent area were immediately 
available (Swift and Epstein, 1987). 

Howard and Karabinis (Howard and Karabinis, 1980) noted, in some of their tests, lower than 
expected overpressures, attributing them to poor reproducibility inherent in large-scale 
testing. Examination of their results showed that the vent release panels opened at different 
pressures during the same test. This would give a varying vent area, which could result in less 
turbulence. These results and theoretical analysis suggest that a staged venting process, in 
which the vent area grows gradually as the flame ball expands, could generate less turbulence 
and require a smaller vent area (Swift and Epstein, 1987). 

Tamanini (Tamanini, 1996) gave the following interpretation to the independence of the 
second pressure peak on vent inertia in some experiments. Gas explosions are strongly 
influenced by the final stages of the venting process, since the flame tends to accelerate as it 
approaches the vessel walls. Due to the importance of this phenomenon, which is attributable 
to the development of flame instabilities, it is reasonable to accept the conclusion that the 
details of panel deployment may play a relatively small role in the subsequent progress of the 
gas explosion. 

Anthony (Anthony, 1978) concluded that, of all the approaches so far examined, the one by 
Yao (Yao, 1974) seemed the most promising, since it had theoretical justification and was the 
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most versatile. Anthony (Anthony, 1978) noted that its major weakness was the need to 
introduce an arbitrary turbulence factor as a multiplier to the burning velocity. After these 
conclusions, an advanced approach was developed to model and study vented gaseous 
deflagrations by Molkov (Molkov, 1995) and colleagues (Molkov et al., 1991). This new 
approach has been verified on numerous experimental data (Molkov, 1999a), (Molkov and 
Nekrasov, 1981), (Molkov et al., 1991), (Molkov, 1999b), (Molkov et al., 2000). Moreover, 
the correlation for turbulence factor has been obtained and is under continuous development 
by inclusion of new experimental data (Molkov, 1999a), (Molkov, 1999b) (Molkov et al., 
2000). 

Empirical correlations for overpressure 
According to Tamanini (Tamanini, 1996), an early attempt to predict the dependence of the 
explosion pressure on panel inertia was offered by the analysis of Rust (Rust, 1979). 
Harmanny (Harmanny, 1993) used his own modelling results to analyse experimental data 
and to develop some general conclusions. These included the observation that the volume of 
the enclosure was important, in addition to the mass per unit area of the panel. Harmanny’s 
(Harmanny, 1993) analysis, however, failed to identify the effect of other important variables, 
such as the mixture reactivity. The model developed by Tamanini (Tamanini, 1996) assumed 
that the flame propagated throughout the entire event at a constant effective burning velocity. 
Tamanini (Tamanini, 1996) admits that this is probably a fair approximation in dust 
explosions, where turbulence generally dominates the combustion process. However, it is not 
true for most situations involving gaseous mixtures, where the venting process itself is known 
to cause the flame to accelerate. 

Cubbage and Simmonds (Cubbage and Simmonds, 1955) proposed an empirical correlation 
for the first peak overpressure for the relief in the top of an oven as a function of oven 
volume, inertia of vent cover and vent area coefficient: 

)78.243.0(3/1
1 +⋅⋅⋅= wKSVP , Equation 4.45 

where P1 – first pressure peak (kPa); w – inertia of vent cover (kg/m2); V – oven volume (m3); 
S – burning velocity (m/s); K – vent area coefficient (ratio of area of oven cross section to 
area of relief). The correlation was obtained for oven volumes up to 14 m3, relief inertia 
between 1.5 and 34.2 kg/m2, and vent area coefficient range: 1 - 4. The formula is strictly 
applicable to situations in which the pressure of vent release pv does not exceed about 2 kPa.  
Later on Cubbage and Marshall (Cubbage and Marshall, 1973) suggested a correlation for 
maximum explosion overpressure (in kPa): 

3/12 /3.2 VwKSPP vm ⋅⋅⋅+= , Equation 4.46 
which is based on experiments in chambers of volumes up to 30 m3, using a variety of fuel 
gases to maximize the range of burning velocity. The correlation was devised from 
experiments which used positively fixed relief panels and had to be physically broken by the 
explosion in order to create an open vent (pv is larger than about 2 kPa). The fact that 
overpressure is proportional to the square of burning velocity, and not to S, leads to some 
overestimation of explosion pressure for mixtures with S > 0.5 m/s. On the basis of 
experiments with such mixtures, British Gas (British Gas, 1990) recommended that the 
coefficient should be reduced to 0.7. 
Molkov et al. (Molkov et al., 2004) rewrote Equation 4.46 based on the observation of the 
role of venting generated turbulence in the increase of the burning rate, and on the argument 
that the burning velocity S may be expressed as a product of the laminar burning velocity and 
the deflagration-outflow interaction (DOI) number χ/µ as:  
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where DOI number is ratio of turbulence factor χ to generalised discharge coefficient µ. For 
enclosures without essential obstructions inside, the DOI number may be correlated as: 
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Here the empirical coefficients α and β assume values of α = 1.75 and β = 0.5 for 
hydrocarbon-air mixtures, and α = 1.00 and β = 0.8 for hydrogen-air mixtures.  

V V V m# /=
1 3  is the dimensionless volume (numerically equal to the enclosure volume in cubic 

meters); )1/(/ +== istativv PPPPπ  is the dimensionless vent closure release pressure; 

ivstat PPP −=  is the vent closure release pressure used in NFPA 68 (NFPA 68, 2007), bar 
gauge. The Bradley number Br is:  
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ES
c
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FBr , Equation 4.49 

where uic  is the speed of sound at initial conditions of deflagration (m/s); uiS  is the burning 
velocity at initial conditions (m/s) and iE  is the combustion products expansion coefficient at 
initial conditions. 

As already mentioned, the second pressure peak doesn’t depend on inertia of a vent cover (if 
the vent area is fully opened before the completion of the deflagration). The value of the 
second peak could be calculated in the case of reduced pressure not exceeding 1 bar using 
conservative vent sizing formula (Molkov, 2001): 

)2(65.51 5.25.2
2 ≥⋅⋅+= −

ttv BrBrPP , Equation 4.50 
where the turbulent Bradley number Brt is related to the Bradley number Br as: 
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in which 0π  is the "pi" number; uγ  is the specific heats ratio for unburned mixture. It should 
be emphasized that the turbulent Bradley number includes the DOI number, χ/µ, in the 
denominator. In order for the overpressure at the second peak to be less than 1 bar the 
turbulent Bradley number has to be equal to 2 or greater. 

For a cost-efficiently designed explosion protection system, when the vent area is equal to its 
lower limit and the inertia may be equal to its upper limit, the first pressure peak value has to 
be equal to or less than the second peak value: 21 PP ≤ . The formula for calculation of the 
upper limit of the inertia of a vent cover based on this assumption was derived and presented 
in (Molkov et al., 2004) as follows: 
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Effect of turbulence on scaling vent cover inertia 
Similarity analysis of the governing equations of vented deflagration dynamics has identified 
an approximation of the constant turbulence factor during venting. The scaling relationship 
between the surface density of the cover (w), the turbulence factor (χ), initial pressure (Pi), 
and perimeter (per) of the vent(s) can be written as (Molkov et al., 2004): 

const
Pper

Sw

i

u =
⋅
⋅⋅ 3)( c

 Equation 4.53 

Equation 4.52 indicates a significant interrelationship between vent cover inertia and venting 
generated turbulence. A 20% decrease of turbulence factor allows for the use of a twofold 
heavier vent cover. Increase of initial pressure could be associated with proportional increase 
of vent cover inertia. Inertia of multiple vents with the same total venting area as one vent 
could be higher as the perimeter of vents will be larger. 

4.1.6 Deflagration in obstructed environments (KIT) 
Starting from the pioneering works of the 50’s, e.g. Shchelkin (Shchelkin, 1940) , in many 
topical studies, e.g. Lee (Lee et al., 1985) it was found that, obstructions on the path of the 
propagating flame can result in strong flame acceleration (FA) and deflagration to detonation 
transition (DDT). In (Lee et al., 1985), (Shepherd and Lee, 1992) it was pointed out that such 
phenomena (FA and DDT) are of primary importance for practical applications, e.g., for 
industry relevant appliance. In general, qualitatively, the sequence of events leading to FA is 
well known: hot combustion products push the gas before the flame; this moving flow 
generates growing turbulence, as it flows over and around the obstacles; and the turbulence 
accelerates combustion process, thus providing positive a feedback mechanism.   

In numerous works it was shown that the details of the obstacle configuration can decisively 
influence the regime of the combustion. One of the main parameter which is commonly used 
for the obstruction characterization is blockage ratio. However other geometrical 
characteristics can and actually affect the combustion process as well. In (Ardey and 
Mayinger, 1996), (Durst et al., 1996) different geometrical forms were studied: it was shown 
that turbulent hydrogen-air flames can be strongly accelerated, if in a combustion chamber 
obstacles with a high blockage ratio (BR > 50%, plate with rectangular opening) or even with 
a low blockage ratio (BR << 50%, tube bundles, gridiron) are used. The influence of different 
obstacle configurations (including variation of the blockage ratio, distance between obstacles, 
imitation of rough walls, etc.) were studied in the works of Teodorczyk (Teodorczyk et al., 
1988), (Teodorczyk, 1995). Interesting tests were also performed in a vertical facility with a 
partially obstructed channel (Cheikhravat et al., 2007). A parametric study on the evaluation 
of limits for effective flame acceleration in obstructed closed geometries was carried out in 
(Dorofeev et al., 2001), (Dorofeev et al., 2000).  

Numerical simulation can provide additional insight into the process of flame acceleration and 
DDT. Deeper understanding was obtained after the remarkably detailed CFD simulations 
presented in (Gamezo et al., 2007). However further efforts are continuously being 
undertaken to improve the knowledge and understanding of the role of obstacles in the 
combustion process, through advances in both experiments and numerical simulations. 
Among recent studies, for example, in (Gaathaug et al., 2012) an onset of detonation behind a 
single obstacle was studied; and in (Heidari and Wen, 2014) a possibility to simulate an onset 
of detonation using different techniques was considered. In the frame of the EC project HyPer 
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(Brennan et al., 2011) a study of small foreseeable releases and a possibly catastrophic 
hydrogen leakage followed by combustion of the resulting mixtures inside a fuel cell cabinet 
for a range of leak rates, blockage ratios and vents was investigated.  

On the basis of the experimental work of (Friedrich et al., 2007), (Kuznetsov et al., 2010a), 
(Kuznetsov et al., 2011), (Grune et al., 2013b), (Grune et al., 2013a) on the flame acceleration 
in flat layers, an attempt to generalize utilization of the congestion characteristics using 
numerical simulations was made in (Yanez et al., 2011). The correlations proposed in 
(Kuznetsov et al., 2011) considers dependence on blockage ratio, distance between obstacles 
and layer thickness, while in the numerical experiments of (Yanez et al., 2011) geometrical 
parameters which were considered to be the most significant parameters of the layout were 
taken into account. Additionally to the above mentioned, the vertical interval between 
obstacles, the height of the obstacles, and, as an auxiliary parameter, the distance from the 
first obstacle to the top were also considered. The obtained correlation introduces a new set of 
dimensionless parameters and provides a noticeably higher level of generality due to 
additionally accounting for the detailed characterization of the obstruction. It should be noted 
however that the obtained correlation should not be used in practical applications, without 
solid experimental validation. 

Note also, that most of the studies are made for artificially created obstacle sets, such as 
repetitive periodic grids, circular orifices in the tubes at the constant mutual distance, etc., 
while real industrial configurations will definitely include obstacles which are irregularly 
placed in the volume, with very different characteristic sizes. It is well known that rough 
tubes without material obstacles inside them and even smooth tubes are able to promote FA 
and DDT (Urtiew and Oppenheim, 1966). It was found that consideration of the boundary 
layer can give practical results for unobstructed tubes (Kuznetsov et al., 2005). Further 
analyses into this area of research could yield a considerable practical outcome.  

Thus, the current status is that despite broad scientific discussion and relatively wide 
experimental data base, it is still a challenge to make predictive forecasts of the realization of 
the definitive combustion regimes in the conditions close to the real industrial environments. 

4.1.7 Deflagrations in non-uniform and lean mixtures (UU) 
Most numerical studies are devoted to uniform gaseous deflagrations. Hydrogen safety 
engineering requires the prediction of pressure loads for realistic scenarios which practically 
always include the formation and consequently the combustion of a non-uniform flammable 
mixture. To be considered as a reliable predictive tool CFD models have to be validated 
against large-scale experiments which reproduce real life conditions. For non-reacting flows, 
the quantities of interest in LES are determined by the resolved large scales. In turbulent 
combustion, the essential rate-controlling processes of molecular mixing and chemical 
reaction occur at scales which are much smaller than those that are resolved (Pope, 2004). 
Hence, these SGS processes have to be modelled. It is generally agreed that if more than 20% 
of turbulent scales are not resolved and have to be modelled then the method is called very 
large eddy simulations (VLES) rather than LES.  

The VLES model previously applied for the prediction of large scale unconfined 
stoichiometric hydrogen-air deflagrations, and 20-30% (by volume) hydrogen-air 
deflagrations in a 78.5 m long tunnel, has been developed further to reproduce dynamics of 
lean uniform and non-uniform (gradient) hydrogen-air premixed combustion in a 5.7 m height 
and 1.5 m diameter cylindrical vessel (Verbecke et al., 2009), (Makarov et al., 2010a).  
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Similar to the previous studies by the same authors, the turbulent burning velocity model 
includes three interacting mechanisms: flow turbulence that is computed by Yakhot’s 
(Yakhot, 1988) equation for premixed turbulent combustion; evolution of the turbulence 
generated by flame front itself with the maximum value calculated from the Karlovitz et al. 
(Karlovitz et al., 1951) theory; and change of a total flame front area with the integral flame 
scale (outer cut-off) and the flame front thickness (inner cut-off) following the fractal theory. 
The fractal sub-model was modified:  instead of a constant fractal dimension a fractal 
dimension as a function of burning velocity and r.m.s. velocity is introduced to make the 
fractal sub-model more universal following (North and Santivicca, 1990). 

An additional mechanism based on the leading point concept as formulated by Kuznetsov and 
Sabel’nikov and implemented by Zimont and Lipatnikov is introduced into the described LES 
model. The results of numerical simulations reproduced experimental data on flame 
propagation in the uniform 12.8%, 14%, 16% and 20% by volume hydrogen-air mixtures in a 
large-scale vessel. The model is further applied to simulate a non-uniform hydrogen-air 
deflagration: a mixture with concentration gradient (27% by volume of hydrogen at the top of 
the vessel and 2.5% at the bottom, average concentration 12.6%).  

Good agreement is achieved between simulations and experimental data for dynamics of both 
pressure and flame propagation only when the fourth mechanism, i.e. the leading point 
concept based on the selective diffusion phenomenon, is introduced to the LES model 
(Verbecke et al., 2009), (Makarov et al., 2010a).  

The selective diffusion phenomenon destabilises the flat laminar flame front of lean 
hydrogen-air mixtures and its mechanism may be described as follows: Combustion 
instabilities, including preferential-diffusive-thermal and hydrodynamic, cause perturbations 
of the laminar flame triggering the formation of a cellular flame structure and then flame 
wrinkling, e.g. (Bradley, 1999), (Bradley et al., 2001), (Lipatnikov and Chomiak, 2005), 
(Lipatnikov, 2007), (Dorofeev, 2008) and (Ciccarelli and Dorofeev, 2008).   

Wrinkles protruding (convex) into the unburned mixture propagate with a higher velocity 
compared to concave wrinkles, due to redistribution of hydrogen close to these wrinkles. 
Indeed, due to higher diffusivity of hydrogen its concentration at convex wrinkles will grow 
and at concave wrinkles it will decrease. 

Consequently, the burning velocity will increase or decrease respectively. This will lead to an 
increase in the amplitude of the wrinkles. The selective diffusion effect depends on wrinkle 
curvature, i.e. reciprocal to radius.  

There is a curvature of wrinkles at which the effect of selective diffusion on mass burning rate 
is maximum. Because a real flame has a spectrum of wrinkles of different curvature, the flame 
will be led by those wrinkles that have the optimum curvature, from a point of view of 
maximum burning rate curvature. These wrinkles will be responsible for propagation of the 
leading edge of the flame front and are called “leading points”. The concept of leading points 
was first suggested by Zeldovich and then developed further. Thus, an increase in the flame 
speed results from the development of the cellular structure, in combination with the 
formation of leading flamelet structures, i.e. leading points (Kuznetsov and Sabel’nikov, 
1990), (Bradley, 1999), (Bradley et al., 2001).  

Kuznetsov and Sabelnikov (Kuznetsov and Sabel’nikov, 1990) stated that the turbulent flame 
speed is controlled by the burning velocity of these leading point flamelets, where the mixture 
composition is locally altered due to the different diffusivity of the fuel and oxidiser, i.e. 
preferential diffusion. Based on the assumption of a critically strained structure for the leading 
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point and different diffusivities of fuel and oxidiser, they derived the model for a local change 
in the mixture composition within the leading point combustion zone as follows: 
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where lplp φα /1= is the reciprocal of the equivalence ratio lpφ at the leading point; 0α is the 
reciprocal of the equivalent ratio φ   in the original mixture; fx DDd /0=  where xD0  and 

fD are the molecular diffusion coefficients of oxidant and fuel respectively; and Cst is the 
mass stoichiometric coefficient. To account for preferential diffusion effects for curved 
hydrogen flames the leading point concept was proposed by Kuznetsov and Sabel’nikov 
(Kuznetsov and Sabel’nikov, 1990) and implemented by Zimont and Lipatnikov (Zimont and 
Lipatnikov, 1995), who determined the hydrogen concentration at the leading points and 
found their corresponding burning velocities by linear interpolation of the experimental data 
provided by Karpov and Severin. Figure 4.20 shows the augmentation of burning velocity by 
the leading point phenomenon. Lean mixtures are all affected by this mechanism. For 
example, for 10% hydrogen-air mixture the laminar burning velocity has to be multiplied by a 
factor as large as 2.4. 

 
Figure 4.20 Leading point flame wrinkling factor as a function of hydrogen mole fraction 

(Verbecke, 2009). 

The preferential diffusion effect coupled with flame curvature is pronounced for lean 
hydrogen-air mixtures and has to be accounted for in the premixed combustion model, for 
example, in the Ulster University LES combustion model it is accounted through an 
additional “leading point” turbulence factor (Verbecke, 2009). This mechanism of turbulent 
burning velocity enhancement, caused by flamelet perturbations in the proximity of these 
leading flamelets, cannot be resolved on meshes applied for large-scale problems and thus has 
to be modelled at SGS level. The leading point flame wrinkling factor LPΞ  is introduced in 
the combustion model to correct the SGS burning velocity. It is assumed that the leading point 
turbulence coefficient develops linearly with radius to reach the maximum (see Figure 4.20) 
at half of the critical radius R0. It remains constant after that, i.e. max

LPLP Ξ=Ξ .  
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Four different combustion models were used in the inter-comparison exercise (Makarov et al., 
2010a) to simulate lean uniform and non-uniform hydrogen-air deflagration in a closed 
vessel, using  experiments performed by Whitehouse et al. (Whitehouse et al., 1996). The 
Ulster University LES combustion model accounts for the preferential diffusion mechanism 
of flame acceleration, which is important for combustion in non-uniform mixtures, based on 
the leading point concept by Kuznetsov and Sabel’nikov (Kuznetsov and Sabel’nikov, 1990) 
and implemented according to the Zimont and Lipatnikov (Zimont and Lipatnikov, 1995) 
model. Details of the leading point concept implementation in the Ulster University LES 
combustion model and its validation are available in (Verbecke, 2009).  

The model also accounts for initially laminar flame propagation regime and major 
mechanisms for flame acceleration: 1) flow turbulence using the turbulent combustion model 
by Yakhot (Yakhot, 1988), 2) turbulence generated by the flame front itself according to the 
theory by Karlovitz et al. (Karlovitz et al., 1951), 3) fractal-like flame wrinkling mechanism 
in a fully developed turbulent combustion regime according to the experimental data by 
Gostintsev et al. (Gostintsev et al., 1988). The burning velocity is a function of the hydrogen 
concentration according to experimental data (Lamoureux et al., 2002) and dependence on 
pressure is accounted for as: ε)/)(( )00 2

ppYSS Huu = , where )(
20 Hu YS is the laminar burning 

velocity at initial pressure, and ε is the overall thermo-kinetic index as a function of the 
hydrogen concentration by volume. Three other combustion models - by Forschumcentrum 
Karlsruhe (presently Karlsruhe Institute of Technology, Germany), the Joint Research Centre 
(The Netherlands), and the Kurchatov Institute (Russia) - used burning velocity dependence 
on hydrogen concentration. 

Bauwens et al. (Bauwens and Dorofeev, 2014) investigated the effect of initial turbulence on 
the overpressure produced by the deflagration of lean mixtures. The experiments were 
conducted at artificially elevated initial turbulence levels. Experiments were performed for 
lean hydrogen-air mixtures, with hydrogen concentrations ranging from 12 to 15% by 
volume. It was found that an increase in initial turbulence results in an increase of the overall 
flame propagation speed and this increased flame propagation speed translated into higher 
peak overpressures during the external explosion (Figure 4.21). The peak pressures generated 
by flame-acoustic interactions were not significantly affected by initial turbulence levels. It 
has been demonstrated that the burning velocity increased with flame radius as a power 
function of radius, with a relatively constant exponent over the range of weak initial 
turbulence studied and did not vary systematically with initial turbulence. The elevated levels 
of initial turbulence produced increase of the initial flame propagation velocities of the 
various mixtures. The initial turbulence thus appears to affect deflagration pressures primarily 
through generation of the higher initial flame wrinkling while producing minimal effect on 
the growth rate of the wrinkles. 
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Figure 4.21 Variation in external (left) and internal (right) pressures with initial turbulence for 

hydrogen-air mixtures (Bauwens and Dorofeev, 2014). 

4.1.8 Vent sizing correlation (UU) 
Accurate modelling of the multi-peak pressure time evolution during vented deflagrations is, 
a complex CFD problem. For the purpose of safety engineering, however, it is sufficient to 
determine the maximum overpressure generated within the enclosure for the given vent area. 
Accordingly, a number of different empirical and semi-empirical engineering correlations 
aimed at predicting maximum overpressure for a specified vent size, or, conversely, allowing 
for the calculation of vent area required to keep overpressure below specified limit, have been 
developed. The same correlations may be used to cross-check the results of CFD simulations 
(though caution must be exercised in their application). A recent overview of equations for 
vent sizing and their inter-comparison and comparison against experiments with various 
hydrocarbon-air and hydrogen-air mixtures can be found in (Sustek and Janovsky, 2012).  
One of such vent sizing technique had been under development at Ulster University since 
1995 (Molkov, 1995) with its most recent version published in 2015 (Molkov and Bragin, 
2015). This correlation, developed for low-strength equipment and buildings, i.e. cases when 
the deflagration overpressure or reduced pressure is below 0.1 MPa (initial pressure in such 
cases is usually atmospheric), is based on the observation that dimensionless reduced 
deflagration pressure depends only on the turbulent Bradley number tBr , which in turn is 
uniquely dependent on the deflagration-outflow interaction (DOI) number, µχ / .  
Accordingly, a general form of the correlation takes the following form (Molkov et al., 1999): 

σλπ −⋅= tred Br  Equation 4.55 
 where λ  and σ are empirical coefficients (theoretical value of σ  is 2 (Molkov, 1996)), 

iredred PP /=π  is dimensionless reduced deflagration pressure, redP  and iP  are reduced 
(gauge) deflagration pressure and initial absolute pressure respectively, and tBr is the turbulent 
Bradley number: 

µχπ
γ
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where Br  is Bradley number, 0π is “pi” number (3.1416…) and Bradley number is: 
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Equation 4.57 

iE  in these equations is the combustion products expansion coefficient, uγ is the specific heat 
ratio of unburned mixture, µχ /  is the Deflagration-Outflow Interaction (DOI) number, F  is 
the vent area, V is the enclosure volume, uiS  is the initial laminar burning velocity, and uic  is 
the speed of sound in the initial unburned mixture. 
Examination of Equation 4.56 reveals that, in addition to geometric and thermodynamic 
parameters, which can be directly derived from the known experiment conditions, the major 
unknown parameter in Equation 4.55 is DOI number µχ / , characterizing the effect of 
turbulence factor χ on the flame front coupled with the effect of generalized discharge 
coefficient µ . Present work follows an approach to model the µχ /  number, which had been 
developed in Ulster University during the past two decades and described in detail in (Molkov 
and Bragin, 2015), with a simplified calculation of wrinkling factors as described below.  
The approach used in (Molkov and Bragin, 2015) presents DOI number as a product of 
different flame wrinkling factors: 

oARuFRLPK Ξ⋅Ξ⋅Ξ⋅Ξ⋅Ξ⋅Ξ= 'µ
χ

 
Equation 4.58 

Individual wrinkling factors can be computed as follows: KΞ is the flame wrinkling due to 
Karlowitz turbulence generated by the flame itself (Karlovitz et al., 1951). Based on the 
theory by Karlovitz et al. (Karlovitz et al., 1951) and observations by Gostintsev et al. 
(Gostintsev et al., 1988) the following equation can be suggested for the turbulence generated 
by flame front itself (Molkov, 2012): 

[ ])/exp(1)1(1 0
max RRKK −−⋅−Ξ⋅+=Ξ ψ  Equation 4.59 

where max
KΞ is the theoretical maximum of the Karlowitz wrinkling factor: 

3/)1(max −=Ξ iK E  Equation 4.60 

iE is the combustion products expansion coefficient shown in Figure 4.22(a), ψ  is the 
empirical coefficient characterizing how close Karlowitz number KΞ  can approach its 
maximum theoretical value max

KΞ  for a given hydrogen fraction in the mixture, R is the flame 
radius and 0R  is the characteristic flame radius for transition from laminar to fully turbulent 
flame.   
The empirical coefficient ψ  depends on the hydrogen fraction in the mixture. The precise 
nature of this dependence is presently unknown. It has been estimated that ψ  can vary 
between approximately 0.5 for stoichiometric and rich mixtures (Molkov, 2012) and unity for 
very lean mixtures. Indeed, lean mixtures are subject to thermo-diffusive instability and may 
turbulise more easily. This increases the chance of achieving isotropic turbulent combustion 
and thus for Karlovitz turbulence to reach its theoretical maximum. Accordingly, Molkov and 
Bragin (Molkov and Bragin, 2015) approximated ψ  with a function, as illustrated in Figure 
4.22(b). 
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Flame radius R for the deflagration in the enclosure can be considered limited by enclosure 
dimensions (Molkov and Bragin, 2015) and calculated as the radius of a spherical flame with 
equivalent volume: 

3
04/3 πVR =

 Equation 4.61 
Studies by Gostintsev et al. (Gostintsev et al., 1988) indicated that for near stoichiometric and 
rich hydrogen-air mixtures with hydrogen concentration more than 20% by volume and up to 
the upper flammability limit of 75% by volume the transition to fully developed turbulent 
flame takes place at 0R  = 1 - 1.2 m. Molkov and Bragin (Molkov and Bragin, 2015) assumed 
that for lean hydrogen-air mixtures prone to thermo-diffusive instability the characteristic 
radius decreases with concentration. Accordingly, the dependence of characteristic radius 
from the hydrogen concentration by volume was estimate as:  
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a) b)  
Figure 4.22 a) Combustion product expansion coefficient iE versus hydrogen mole fraction
X ; b) Empirical coefficient ψ versus hydrogen mole fraction X (Molkov and Bragin, 2015). 

The leading point wrinkling factor LPΞ  accounts for the effect of preferential diffusion of 
hydrogen in stretched turbulent flames. It was suggested, based on results of CFD studies at 
Ulster University, that the leading point flame wrinkling factor LPΞ  develops linearly with 
radius and reaches its maximum at half of the characteristic radius 0R for Karlovitz turbulence 
and remains constant after this (Molkov, 2012). The leading point wrinkling factor changes 
linearly with radius from 1 to its maximum at 20R as:  
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where max
LPΞ  is the maximum leading wrinkling number, which is a function of hydrogen mole 

fraction in the mixture and can be approximated by the function shown in Figure 4.23(a) 
using piecewise polynomial approximation (Verbecke, 2009).  
The wrinkling factor due to the fractal increase of flame front area is applied when the flame 
radius exceeds 0R  as: 
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Equation 4.64 

where fractal dimension 33.2=D  (Bradley, 1999).  
The aspect ratio wrinkling factor: 

SEWAR AA /=Ξ  Equation 4.65 
is responsible for the increase of the flame front surface area due to enclosure elongation, with

EWA  equal to the internal enclosure surface area and SA  equal to the surface area of the sphere 
with the radius R . 
The presence of the initial turbulence before the start of the deflagration process can produce 
additional wrinkling, which can be accounted for by introducing the wrinkling factor 'uΞ . It is 
calculated through utilization of Yakhot’s equation (Yakhot, 1988) for turbulent burning 
velocity tS , modified as per (Molkov, 2012) by substitution of laminar burning velocity uS by 
the unresolved subgrid sale (SGS) wrinkled flame velocity: 
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Equation 4.66 

where SGS
wS  is the subgrid scale wrinkled flame burning velocity and 'u  is the RMS velocity 

in the unburned mixture at the start of the deflagration. Since the maximum overpressure 
during a deflagration is determined by the largest burning rate which is achieved by the end of 
combustion when the flame approaches enclosure walls and is affected by all the 
aforementioned wrinkling factors, uS  in Yakhot’s original equation is replaced by the SGS 
wrinkled flame velocity.  

OARFRLPKu
SGS
w SS Ξ⋅Ξ⋅Ξ⋅Ξ⋅Ξ⋅=  Equation 4.67 

The value of the factor 'uΞ  can subsequently be calculated as: 

SGS
wtu SS /' =Ξ  Equation 4.68 

The initial laminar burning velocity can be obtained by interpolation of experimental data. 
Figure 4.23 shows experimental data by stretched and un-stretched laminar burning velocity 
obtained by (Lamoureux et al., 2003) for hydrogen concentrations above 10% by volume, 
extended with (Ross, 1997) data in the lean limit. Since laminar burning velocity depends on 
the initial temperature, this data is adjusted for the pre-deflagration mixture temperature iT as: 
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Equation 4.69 

where 0m  is temperature index (Verbecke, 2009). 
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Due to the absence of obstacles in the newly added experiments under consideration, the 
wrinkling factor due to the presence of obstacles, OΞ , is assumed to be equal to unity. 

 
 

Figure 4.23 a) Maximum leading point wrinkling factor 
max
LPΞ  versus hydrogen mole fraction

X (Verbecke, 2009); b) Laminar burning velocity uS versus hydrogen mole fraction X . 

Empirical coefficients λ andσ in Equation 4.55 were obtained by plotting the experimental 
results from (Kumar, 2006), (Kumar, 2009), (Daubech et al., 2011), (Pasman et al., 1974), 
(Bauwens et al., 2012), (Bauwens et al., 2011) in redπ  versus tBr  coordinates (Figure 4.24).  

Fitting the entire data set using Equation 4.55 results in a best fit equation, Equation 4.70 and 
a conservative equation, Equation 4.71, as provided: 

3.133.0 −⋅= tred Brπ , Equation 4.70 

3.186.0 −⋅= tred Brπ , Equation 4.71 
where the curve produced using the “conservative” correlation is elevated above the best fit 
curve, to ensure that all experimental data points lie below it. 
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Figure 4.24 Comparison of the results of vent sizing correlation against experimental data 
(Molkov and Bragin, 2015). 

The conservative estimate of the reduced pressure is 2.6 times higher compared to the best fit 
estimate (Molkov and Bragin, 2015). 
The correlation presented in Figure 4.24 can be used to calculate the vent area required to 
keep the overpressure within the enclosure within a specified value. The procedure for 
calculating the vent area, as reported previously in (Molkov and Bragin, 2015) is as follows: 

• Calculate the value of the dimensionless reduced explosion overpressure: 
o  πred = (Pmax – Pi)/Pi; 

• Based on the value of πred, calculate the value of  Brt  by using the relevant equation 
(best fit or conservative); 

• Determine the appropriate values of Ei, LPΞ  and  Sui  for the mixture in the enclosure 
(see Figure 4.22 and Figure 4.23);  

• Calculate the flame wrinkling factors and multiply them to get DOI number 
µ
χ ; 

• Determine the vent area using the following equation:  
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−⋅
⋅⋅⋅⋅=  Equation 4.72 

4.1.9 Layered mixture deflagrations (UU) 
A majority of gas mixtures of practical interest are not uniformly mixed and exhibit at least 
some degree of layering or gradients of hydrogen concentration. It had been demonstrated that 
the presence of concentration gradients can result in faster deflagration dynamics (Whitehouse 
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et al., 1996). This phenomenon underscores the practical importance of the study of non-
uniform mixture combustion behaviour.  

The correlation discussed in Section 4.1.7 assumes that the entire volume is occupied by the 
explosive mixture, resulting in an overestimation of the necessary venting area and 
consequent costs (Tamanini, 2000), (Molkov et al., 1999). Furthermore, full-volume 
explosions in stratified mixtures can be more dangerous than the deflagration of a 
homogeneous mixture with the same amount of fuel (Whitehouse et al., 1996). The 
combustion of non-uniform mixtures can also occur in backdraughts (Chitty, 1996).  

Overview of experimental studies  
Flame propagation in stratified mixtures has being investigated experimentally since the early 
sixties. Phillips (Philips, 1965) demonstrated that in spite of its apparent simplicity, the 
combustion process in stratified mixture layers is quite complicated and, schematically, 
consists of three main stages:  

1) Premixed flame propagation along the line of stoichiometric fuel-air composition; 
consuming fuel-air mixture within the flammable concentration range;  

2) Diffusion combustion; involving combustion products of the primary premixed flame, 
which contain fuel-rich and the fuel-lean mixtures beyond the flammability limits;  

3) Convection stage of combustion; when the fuel, at a concentration above the upper 
flammability limit, mixes with air under the action of buoyancy.  

 
After Phillips (Philips, 1965) work, the leading premixed flame is considered to be essentially 
different from a conventional premixed flame. It could be coupled with a diffusion flame 
forming a so-called triple flame, when the time required for the mixing between the fuel-rich 
and air-rich layers is small. For relatively small concentration gradients, the diffusion flame 
may not be present at all. 

Ishikawa (Ishikawa, 1983) published results of experiments, in a 10 cm confined combustor, 
on flame propagation through an interface between layered methane and air, in which linearly 
distributed concentration fields are frozen in space and time. There was no diffusion flame 
observed in these experiments with a constant and relatively small gradient of fuel 
concentration. The conclusion of this study was that the flame might propagate at a constant 
speed without any effects of the succeeding diffusion and convection flames. 

Explosions in stratified fuel-air mixtures above ethanol spills in an 80 mm diameter vessel 
were studied by Sato et al. (Sato et al., 1994). The dynamics of flame propagation and 
pressure histories were examined as a function of the fraction of liquid surface area to 
horizontal cross-sectional area of the vessel, the time from the beginning of evaporation to 
ignition and also by initial temperature. A two-stage pressure build-up was observed in tests 
with a relatively short time to ignition, when the flammable layer thickness is much smaller 
than the vessel height. This pressure shape is due to the primary premixed flame and 
succeeding diffusion flame on the liquid surface. It is shown that sufficient overpressure can 
be generated even for a weak primary premixed flame if the succeeding diffusion combustion 
occurs.  

Hirano et al. (Hirano et al., 1976) studied the effect of known concentration gradients over 
methanol or ethanol fuel on the characteristics of flame propagation from a linear central 
ignition source in a cylindrical combustion chamber of 20-cm diameter. The leading flame 
front usually propagated through a layer where the mixture composition before ignition was 
close to that for the maximum flame velocity in a homogeneous mixture. In accordance with a 
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previous finding by Feng et al. (Feng et al., 1975) it was shown that flame velocity Vf  in a 
layered mixture is less than that in a homogeneous mixture, in the same experimental 
chamber. It was revealed that the dependence of flame velocity Vf on the concentration 
gradient, when the equivalence ratio Φ0 at the fuel surface is constant, can be quite different. 
For values Φ0 < 1 for methanol, Vf decreases with increasing concentration gradient. 
Otherwise, for the range of studied values 1.5 < Φ0 < 2 the value of  Vf  first increases and 
then decreases. However, Vf  was almost constant during flame propagation throughout the 
combustion chamber. 

Tamanini (Tamanini, 2000) has studied pressure development during flame propagation in 
near-floor stratified propane-air mixtures in a large-scale 63.7 m3 room-like enclosure under 
both vented and unvented conditions. It was found that the diffusion combustion at the 
convection stage of fuel burning contributed significantly to pressure rise in confined 
deflagrations (up to 67% of the total overpressure). Much lower vent areas (10 times or more) 
were needed to protect the room compared to the recommendations in the NFPA 68 (NFPA 
68, 2002) standard. Tamanini (Tamanini, 2000) suggested that, in the case of heavy vapour 
layers along a floor, the resulting flame should have a more turbulent appearance and greater 
vertical extension, due to buoyant forces, than in the case of ceiling layers.   

Whitehouse et al. (Whitehouse et al., 1996) studied the vertical flame front propagation from 
a top and bottom located ignition source, in both uniform and stratified (gradient) hydrogen-
air mixtures, in a vertical 10.7 m3 cylinder. The flame propagated in the direction of the 
concentration gradient similar to Karim et al. studies (Karim and Lam, 1986), (Karim and 
Panlilio, 1993) which were undertaken in the eighties and nineties with methane-air mixtures, 
when higher flame speeds were observed in stratified gases, than those encountered under 
homogeneous conditions for the first time. Stratified mixtures with top ignition (13% vol. H2 
at top, 3% vol. H2 at bottom) provided downward flame propagation even for an average 
concentration of 6.1% vol. H2, which is well below the downward flame propagation limit 
(about 8% vol. H2). An important result of the study undertaken by Whitehouse et al. 
(Whitehouse et al., 1996) is that the pressure in a stratified deflagration rises much more 
rapidly than that of the uniform mixture case. For bottom ignition, there is a long delay before 
a significant pressure rise (with higher rate of pressure rise than for the uniform case) than 
was seen in the stratified mixture test. The analysis of results on pressure dynamics in systems 
with flame propagation in the direction of concentration gradient (Whitehouse et al., 1996) 
clearly pointed out that the requirements to deflagration venting systems could be more severe 
for stratified mixtures (filling the entire enclosure volume) than for uniform ones. 

Sochet et al. (Sochet et al., 2002) investigated blast waves from non-uniform gaseous cloud 
deflagrations ignited at different locations with various delay times. The non-uniform gaseous 
cloud is formed by the dispersion of a stoichiometric hydrogen-oxygen mixture initially 
confined in a hemispherical volume. 

Girard et al. (Girard et al., 1979) performed experiments on hemi-spherically stratified 
hydrogen-air mixtures. The results obtained from gradient tests were dependent on the radius 
of the soap bubble containing air and hydrogen and the fraction of the gas present in the inner 
bubble. The shortest time to peak pressure and highest pressures relative to the homogeneous 
mixture with the same amount of fuel were observed in gradients having a high fraction of 
their fuel in the near stoichiometric inner bubble. Further experiments were conducted with 
flames propagating in the direction of the gradient by Badr and Karim (Badr and Karim, 
1984), Karim and Lam (Karim and Lam, 1986) and Karim and Panlilio (Karim and Panlilio, 
1993). It had been shown that the flame propagation velocities into richer mixtures were not 
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affected by stratification, while flame burning into less reactive mixtures had speeds up to 
70% higher than corresponding flame speeds under homogeneous conditions. 

Overview of basic studies on partially premixed combustion.  
Premixed and diffusion combustion are two idealised regimes that are not antagonistic but 
lead to flames with properties that are fundamentally different. The premixed front is thin and 
propagates combustion naturally while the diffusion flame is more mixing controlled and does 
not propagate by itself. It is thus unlikely that numerical models for a diffusion flame, which 
are suitable for “standard” fire simulations, can properly describe both regimes (Domingo et 
al., 2002). 

It has been revealed by both modern experimental diagnostics and numerical simulations that 
the fuel, air and residual products in many combustion devices are not, in fact, as spatially 
homogeneous as previously thought. For lean-rich systems the reaction zone can be described 
as a staged combustion system with a first stage corresponding to premixed combustion and 
producing partially burned products, followed by a second stage corresponding to non-
premixed/diffusion combustion and leading to fully burned products (Helie and Trouve, 
1998). It was also found that partial premixing had a negligible contribution to flame stretch 
and flame-surface production (Helie and Trouve, 1998). 

The theoretical framework that would allow for simultaneous premixed and diffusion modes 
of combustion at variable mixture compositions can be briefly described as follows. 
Assuming global single-step chemistry, unit Lewis numbers and neglecting radiative heat 
transfer, this framework must use at least two scalar variables to capture partially premixed 
flames: one variable to describe the mixture composition (mixture fraction, Z) and a second 
one to describe the progress of the premixed reaction (progress variable, c), see (Birkby et al., 
2000), (Domingo et al., 2002), (Helie and Trouve, 1998).  

The corresponding LES filtered equations could be written as: 
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where t – time; xj – spatial coordinates; ρ – density; u – velocity; µ  and µt – laminar and 
turbulent viscosities; Sc and Sct – laminar and turbulent Schmidt numbers; Sc – source term in 
the progress variable equation (premixed combustion reaction rate); overbar and tilde denote 
filtered and mass-weighted Favre filtered quantities correspondingly. 

Partially premixed flames propagate preferentially along surfaces of stoichiometric 
composition. The leading edge has been called the triple flame. The triple flame consists of 
three branches: the rich and lean premixed branches; and the diffusion flame behind these 
branches. The triple flame characteristics depend on several parameters, including mixture 
fraction gradient in the region of the triple point, Lewis number, self-induced strain, and heat 
release. The propagation velocity of the overall hybrid structure is the triple flame speed. The 
heat release profile shows three clearly separated peaks corresponding to reaction zones in 
three branches, while the temperature profile has one peak only with its maximum close to the 
stoichiometric line. Ruetsch et al. (Ruetsch et al., 1995) demonstrated that under standard 
conditions, fuel consumption in diffusion flames is more than an order of magnitude smaller 
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than in premixed flames. This is not always the case for convection diffusion flames during 
accidental combustion, when large amounts of fuel could be burned to contribute significantly 
in pressure build up, as proved by the experiments mentioned above. 

In the laminar flamelet regime of premixed combustion, chemical kinetics enters the 
combustion model only through its influence on the burning velocity, Su, the flame-turbulence 
interaction is purely kinematic and modelling of detailed chemistry can be omitted (Bray, 
1996). Various models for the combustion reaction rate based on RANS models or subgrid 
closures for LES, feature strong similarities (Vervisch and Veynante, 2000).  

The local mass burning rate can be described as: SGSuu c)p,T,Z(Sm Ξ⋅∇⋅⋅ρ= , similar to the 
combustion method, where ρu – density of unburned mixture; ΞSGS – flame wrinkling factor, 
which accounts for subgrid scale increase of flame surface due to flame-turbulence 
interaction.  

In the thin flamelet combustion regime, the varying premixed front could be modelled as a 
collection of interacting premixed flamelets, each defined for a given mixture fraction of the 
non-uniform mixture (Domingo et al., 2002). For diffusion combustion modelling, approaches 
based on the assumption of mixing-controlled burning can be adopted. The useful concept of 
a flame indicator based on the scalar product of fuel and oxidiser normal vectors was first 
proposed by Yamashita et al. (Yamashita et al., 1996). Domingo et al. (Domingo et al., 2002), 
Vervisch and Veynante (Vervisch and Veynante, 2000) and Bray (Bray, 1996) have employed 
a similar procedure, based on resolved fields with use of the LES flame index, to associate 
premixed and diffusion flame descriptions in this hybrid combustion regime. The flame index 
is equal to 1 in premixed combustion due to fast consumption of fuel and oxidiser (fuel and 
oxidiser concentration gradients have the same direction). For diffusion flames the flame 
index is equal to zero. 

Significant flow turbulence, high flame strain rates and relatively small scales of non-
homogeneous regions are characteristic for most combustion devices. These features could be 
very different from those at large-scale stratified accidental explosions. The initial 
propagation of accidental deflagration usually takes place in a quiescent or moderately 
agitated mixture in a quasi-laminar mode. A large fraction of the fuel layer in an accidental 
combustion scenario could be above the upper flammability limit, giving rise to additional 
pressure build up during burning, in the convective diffusion mode after premixed 
combustion, i.e. deflagration.  

4.1.10 Delayed ignition of hydrogen-air jets (UU) 
If the hydrogen jet is not ignited immediately after release, hydrogen concentration in the near 
field of the jet can rapidly exceed the flammability threshold. Delayed ignition and 
consequent combustion of the unsteady highly turbulent hydrogen-air cloud formed at this 
stage can lead to significant overpressure in the near field of the jet. This process is basically a 
deflagration and takes place before the quasi-steady jet fire is established. 
A number of experiments were carried out by different research teams in order to investigate 
the impact of ignition delay, ignition location and release nozzle diameter on the overpressure 
produced as a result of delayed ignition (Tanaka et al., 2007), (Takeno et al., 2007), (Royle 
and Willoughby, 2009), etc. 
The effects of ignition delay and location of ignition source on deflagration pressure had been 
studied by Takeno et al. (Takeno et al., 2007). In these experiments hydrogen stored at 
pressures between 40 MPa and 65 MPa was released through a 10 mm diameter nozzle 
(pressure in the nozzle was 40 MPa). It was observed that the increase of ignition delay from 
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0.85 s to 5.2 s, with ignition source located at the same distance of 4 m from the nozzle, 
resulted in a decrease in the maximum deflagration overpressure in the near field from 90 kPa 
to 15 kPa. It was concluded that the shorter the ignition delay, the greater the overpressure. 
Takeno et al. (Takeno et al., 2007) also concluded that turbulence has a greater effect on the 
“explosiveness” than the total amount of leakage or the premixed volume.   
Tanaka et al. (Tanaka et al., 2007) investigated the impact of ignition time on the overpressure 
for the jets in the open air. Experiments were conducted using a horizontal jet issued from an 
8 mm diameter nozzle and ignited at a distance of 4 m. It was found that the logarithm of the 
peak overpressure decreased linearly with increased logarithm of time to ignition. The largest 
overpressure was found for a 1.2 s ignition delay.  
The UK Health and Safety Laboratory (HSL) of the Health and Safety Executive performed a 
series of over 40 experiments with high pressure releases of hydrogen as a part of the project 
HYPER (HYPER, 2008), the results of which were published later by Royle and Willoughby 
(Royle and Willoughby, 2009). The effects on overpressure of varying the jet exit diameter, 
the ignition delay and position were investigated. Predominantly momentum-controlled (i.e. 
the flow was relatively non-buoyant up to the lower flammability limit, (Royle and 
Willoughby, 2009)) jets were produced by releasing hydrogen stored at 20.5 MPa through the 
nozzle. The exit diameter of the nozzle was controlled by flow restrictors. Ignition distance 
was varied in a range of 2 – 10 m from the nozzle exit.  
The effect of the ignition delay was studied for the 6.4 mm nozzle diameter with ignition 
location 2 m from the nozzle. A maximum overpressure of 19.4 kPa was observed for the 
ignition delay of 600 ms, which closely corresponded to a time when the area of maximum 
turbulence within the front portion of the jet reached the ignition point. Longer delays resulted 
in lower overpressure values, while shorter delays resulted in ignition in the area with 
hydrogen concentration close to the flammability limits, producing a relatively slow burn and 
hence a small overpressure. 
The same nozzle with diameter 6.4 mm was used for an investigation of the ignition location 
impact. Ignition delay was kept constant at 800 ms, while the ignition position varied from 
2 m to 10 m from the nozzle. It was observed that the deflagration overpressure dramatically 
decreased with an increase of the ignition position distance from the jet source. A maximum 
overpressure of 15.2 kPa had been recorded for an ignition point located at the distance of 2 m 
from the nozzle. 
Two ignition delays (400 ms, when the jet just reached the ignition point located 2 m 
downstream from the nozzle, and 800 ms corresponding to the formation of a larger turbulent 
flammable hydrogen-air cloud) were used to investigate the influence of nozzle diameter on 
the unsteady hydrogen jet deflagration overpressure. Nozzle diameter varied from 3.2 mm to 
9.5 mm (additional tests with 1.5 mm diameter nozzle produced no recordable overpressure). 
The maximum recorded pressure was 16.5 kPa, 15.2 kPa and 3.5 kPa for 800 ms ignition 
delay for 3.2, 6.4 and 9.5 mm diameter nozzles, respectively. Experiments with 400 ms 
ignition delay showed a similar trend, although with significantly lower overpressure values 
for all nozzles (e.g. maximum overpressures of 3.3 - 5.4 kPa were recorded the for 8.5 mm 
nozzle).  
From these experiments, it can be concluded that the leak diameter plays critical role in the 
determination of the overpressure after delayed ignition, and should therefore be kept as low 
as reasonably possible for a particular hydrogen and fuel cell technology. 
Royle and Willoughby (Royle and Willoughby, 2009) concluded that the jet turbulence and 
size had a greater effect on a deflagration pressure than the total amount of hydrogen leaked. 
Particularly in the open air environment, the total released amount of hydrogen can be of 
lesser importance, since buoyancy continues to remove hydrogen from the release vicinity 
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and drives dilution of hydrogen by entrained air until it reaches the LFL of 4% by volume and 
beyond.  
It can be further assumed that the spontaneous diffusion ignition of a sudden hydrogen release 
could produce a lower overpressure compared to the delayed ignition.  
Utilization of barriers is often considered as a mitigation measure to reduce the hydrogen 
flame length. Experiments have shown, however, that barriers employment can result in an 
increase of overpressure produced by delayed ignition. HYPER (HYPER, 2008) experiments 
have shown that the deflagration overpressure peak after a delayed ignition (0.8 s) of the 
turbulent jet from a 9.5 mm nozzle at a storage pressure of 20.5 MPa increases from 16.5 kPa 
for a free jet to 42 kPa in the presence of a vertical barrier. In this case the barrier creates a 
quasi-confined space in which the non-uniform mixture deflagrates, which inhibits hydrogen 
dispersal and increases deflagration overpressure.  

4.1.11 Deflagration to detonation transition (DDT) (KIT) 
DDT phenomenon describes the sudden transition from deflagration-type combustion, 
characterized by subsonic flame-propagation velocity, to detonation, characterized by super-
sonic combustion.   
Early experimental works addressing the problem of detonation origin were conducted in the 
1950s (Oppenheim, 1952), (Oppenheim and Stern, 1958), (Egerton et al., 1953), (Troshin, 
1958), (Popov, 1958), (Salamandra et al., 1958) and (Bazhenova and Soloukhin, 1958).  
An important step in understanding the DDT process was achieved in the experiments 
undertaken by Urtiew and Oppenheim (Urtiew and Oppenheim, 1966). They were able to 
capture the onset of detonation in the vicinity of the boundary layer, although the exact 
mechanism of DDT remained elusive. 
Progress in computer state of the art and CFD opened up the possibility to study the DDT 
process numerically. An early numerical simulations of a two-dimensional approximation of 
DDT was performed by Taki and Fujiwara (Taki and Fujiwara, 1978), this work was followed 
and improved upon a few years later by Oran et al. (Oran et al., 1982). 
Recent numerical research on DDT has included the work by Kagan and Sivashinsky (Kagan 
and Sivashinsky, 2003), Kuznetsov et al. (Kuznetsov et al., 2010b), and Gaathaug et al. 
(Gaathaug et al., 2012). Recent research has concentrated on the shock wave-boundary layer 
interaction (SWBLI) problem. In most cases the problem of SWBLI has been studied with 
non-reactive mixtures. One of the early published works on the interaction of a reflected 
shock with the boundary layer was by Mark (Mark, 1956). He investigated a reflected shock 
formed at the closed end of a shock tube. His work was subsequently confirmed and 
continued by Clarke et al. (Clarke et al., 1984). Dyner (Dyner, 1966) investigated density 
variation in reflected shock / laminar boundary layer interaction, using a strip-film Schlieren 
interferometer (Dzieminska and Hayashi, 2013).  
The study of reactive flows in association with SWBLI, started to get attention together with a 
new combustor, a ram accelerator. The first concept was presented by Hertzberg et al. 
(Hertzberg et al., 1988) and later developed by Yungster (Yungster, 1992). Recent research 
also includes Dzieminska and Hayashi (Dzieminska and Hayashi, 2013) who investigated 
autoignition and SWBLI in the smooth tube. 
The sequence of events leading to detonation in a tube containing explosive gases can be 
summarized as follows: 
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• Generation of compression waves ahead of an accelerating laminar flame (see Figure 
4.25). The laminar flame front is wrinkled at this stage. 

• Formation of a shock front due to coalescence of compression waves (see Figure 
4.25). 

• Movement of gases induced by shock, causing the flame to break into a turbulent 
brush (see Figure 4.25). 

• Onset of "an explosion in an explosion" at a point within the turbulent reaction zone, 
producing two strong shock waves in opposite directions and transverse oscillations in 
between. These oscillations are called transverse waves (see Figure 4.26). The forward 
shock is referred to as superdetonation and moves into the unburned gases. In the 
opposite direction, a shock moves into the burned gases and is known as retonation. 

• Development of a spherical shock wave at the onset of the "explosion in an 
explosion," with a centre located in the vicinity of the boundary layer (see Figure 
4.27). 

• Interaction of transverse waves with shock front, retonation wave, and reaction zone. 
• Establishment of a final "steady wave" as a result of a long sequence of wave 

interaction processes that leads finally to the shock-deflagration ensemble: the self-
sustained C-J detonation wave. 

 

 
Figure 4.25 Development of detonation in stoichiometric H2-O2 mixture initially at normal 

temperature and pressure, showing the generation of pressure waves ahead of the accelerating 
flame. 
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Figure 4.26 Onset of retonation, for both photographs spark ignition by discharging 1.0 mJ, 
electrodes located at closed end of 25 x 37 mm cross-section tube (Oppenheim et al., 1963), 

streak Schlieren photographs. 

 
Figure 4.27 Flash Schlieren photograph of the onset of retonation in a stoichiometric H2-O2 

mixture initially at normal temperature and pressure at an instant marked by A on streak 
Schlieren photo (Fig.4.1.10.1) (Oppenheim et al., 1963). 

 
The forward-moving wave was studied using wall imprints of the detonation process, an 
example of which is shown in Figure 4.28. The characteristic fish-scale pattern, which 
corresponds to inception of the forward shock, is a distinguished feature of a self-sustained 
detonation front. 
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Figure 4.28 Wall imprints of the transition process. 

There are generally four different modes of the transition process which have been observed 
and classified, based on the location of the onset of an “explosion in an explosion”:  

1. Between flame and shock front (see Figure 4.25),  
2. At the flame front (see Figure 4.26),  
3. At shock front (see Figure 4.31), and  
4. At the contact discontinuity (see Figure 4.32).  

The onset of detonation depends on the particular pattern of shock fronts created by the 
accelerating flame. The process of DDT is unreproducible in its detailed sequence of events. 

 
Figure 4.29 DDT observed in 2H2+O2 mixture. Onset occurs between flame and shock. 
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Figure 4.30 DDT observed in 2H2+O2 mixture. Onset occurs at flame front. 

 
Figure 4.31 DDT observed in 2H2+O2 mixture. Onset occurs at shock front. 

 



 
  253/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

 
Figure 4.32 DDT observed in 2H2+O2 mixture. Onset occurs at contact discontinuity. 

DDT refers to the phenomena where the critical conditions for the onset of detonation are 
established by the combustion process itself without an external energy source. There are 
several ways by which the conditions necessary for transition can be achieved. These include: 

• Flame acceleration to some critical speed, 
• Ignition of a turbulent pocket, and 
• Jet ignition. 

4.2 Models (UU) 

4.2.1 Governing equations for deflagration phenomena modelling (HSL) 

4.2.1.1  Introduction 
Deflagration is a term used to describe subsonic combustion propagating through heat 
transfer, where hot burning material heats the next layer of cold material and ignites it. 
Deflagration is different from detonation, which propagates supersonically through shock 
waves. 
There are three main classes of models, in order of increasing complexity: 

• Empirical correlations 

• Zone models 

• CFD models 
o Simplified approach 

o Detailed approach 
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There are a number of key features associated with deflagrations, these include:  

• There must be a release of flammable material (in this context it is assumed that 
the flammable material is hydrogen gas) 

• There could be a high degree of confinement, i.e. release could occur within or 
into an enclosure 

• There could be a high degree of congestion, e.g. obstacles of various sizes and 
orientations 

• There must be a source of ignition 

• The concentration of the flammable gas cloud, consisting of fuel and air, must be 
in the flammable range at the ignition location 

The concentration in the flammable cloud is highly unlikely to be uniform, unless it is a 
controlled experiment. This is an important point to remember when we come to discuss 
modelling vapour cloud explosions. 
There are a number of potential ignition sources (see Chapter 2, Ignition). We will assume 
that one of these is present and that it is imparting a sufficient amount of energy and duration 
for the flammable mixture to ignite. There are a number of factors contributing to the severity 
of the deflagration: 
• The greater the congestion the higher the overpressure tends to be 

• Confinement of the flammable cloud tends to lead to higher overpressures 

• The further the flame travels in a congested and confined region the higher the 
overpressure is likely to be 

The pressure some distance away from the ignition location will build up slowly as the 
expanding flame pushes the unburnt gases ahead of the flame front. A peak overpressure is 
reached. This is referred to the positive phase. The pressure may then drop down below 
ambient pressure once the flame front has passed. This is referred to as the negative phase. 
The magnitude of the negative peak pressure is usually considerably lower the positive 
pressure peak, but the duration of the negative phase can be much longer, which has an 
impact on the impulse (which is a product of the pressure and the duration). 
Initial turbulence in the flammable cloud may not in itself lead to higher overpressures, but it 
means that the rate of pressure rise is much greater than for a deflagration in a quiescent 
environment. 

4.2.1.2  Governing equations 
The equation set which must be solved is already presented in Chapter 1, Section 1.2.1. The 
equations included here will be limited to those associated with the analysis of deflagration 
scenarios.  
Species transport equations — N equations 
The number of species transport equations is dependent on the complexity of the combustion 
model. In the case of detailed chemical kinetics, the number of species could be in excess of a 
few hundred depending on the fuel molecule. In the case of hydrogen, and ignoring nitrogen 
chemistry, one would consider eight species and 27 reactions. The general form of the species 
transport equation is provided below:  
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, Equation 4.75 

where Yl is the mass fraction of species “l”, ωs is the reaction rate of reaction “s” and m is the 
number of reactions. 
Conservation of energy — 1 equation 
Conservation of energy is represented by the transport of enthalpy for the mixture (h) and the 
enthalpy of the individual species (hk). The enthalpy of the species includes its heat of 
formation which accounts for the conversion of chemical energy into heat.  A laminar 
flamelet model does not necessarily require an equation for the transport of energy because 
the temperature is instead derived from the flamelet library. The energy equation is as 
follows: 
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+ 𝑆𝑆 Equation 4.76 

where σh is the mixture Prandtl number and Sck is the Schmidt number for the individual 
species. The summation term in the energy equation represents transport of energy due to 
diffusion along gradients of species concentration. In some cases, a simplified form can be 
used in which this term is neglected. The source term, S, accounts for energy loss or addition 
due to radiation.  The ratio of the Schmidt number to the Prandtl number is known as the 
Lewis number (Le) and most, if not all, combustion models make the assumption that all 
species have the same Lewis number. In addition, it might also be assumed that the Lewis 
number is constant, though it has been shown that the Lewis number can be both temperature 
and pressure dependent. This assumption is acceptable for most major species, but is not 
justifiable for hydrogen. 
This has implications for laminar flame calculations, where the predicted flame behaviour 
could be different from that observed in a real flame. A further issue is that the molecular 
diffusion of a species in a multi-component mixture might be significantly different to a 
binary system. This is a particular issue in laminar flame calculations, but it tends to be 
neglected in turbulent flame calculations, where usually there is no attempt at resolving the 
flame front. 
Reaction progress variable and variance of the reaction progress variable transport 
equation 
In premixed combustion, two variables, the reaction progress variable (c), a conserved scalar, 
and its variance (c’’2) are introduced: 

𝑐𝑐 =  
𝜂𝜂 − 𝜂𝜂𝑢𝑢
𝜂𝜂𝑏𝑏 − 𝜂𝜂𝑢𝑢

 Equation 4.77 

The variable  𝜂𝜂 can either be temperature, or the concentration of one of the main species 
(Benim and Syed, 1998).   
Mixture fraction and its variance 
The two quantities used in non-premixed combustion are the mixture fraction (f), a conserved 
scalar, and its variance (f’’2). The transport equation for the mixture fraction is written as: 

𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+
𝜕𝜕𝜕𝜕𝑈𝑈𝑗𝑗𝑓𝑓
𝜕𝜕𝑥𝑥𝑗𝑗

=  
𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

�Γ
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

� Equation 4.78 

where f is the mixture fraction. 
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The transport equation for the variance of the mixture fraction, f’’2 can be written as: 

𝜕𝜕𝜕𝜕𝑓𝑓′′2

𝜕𝜕𝜕𝜕
+
𝜕𝜕𝜕𝜕𝑈𝑈𝑗𝑗𝑓𝑓′′2

𝜕𝜕𝑥𝑥𝑗𝑗
=  

𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

�Γ
𝜕𝜕𝑓𝑓′′2

𝜕𝜕𝑥𝑥𝑗𝑗
� + 𝐶𝐶1𝜇𝜇𝑡𝑡 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
2

+ 𝐶𝐶2𝜌𝜌
𝜀𝜀
𝑘𝑘
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where C1 and C2 are constants. 

4.2.1.3  Empirical correlations and commonly used models 
Empirical correlations are derived from experiments. The correlations often require a minimal 
amount of input and provide an instantaneous answer. Their range of applicability is limited 
by the conditions under which the experiments upon which the correlations are based were 
performed. Extreme caution should be exercised when extrapolating the empirical correlations 
beyond their range of applicability. 

TNT Equivalency 

The TriNitroToluene (TNT) Equivalency methodology is based on the assumption that 
pressures from gas explosions exhibit a similar behaviour to the pressure generated from high 
explosives. However, there are substantial differences between gas explosions and TNT. In 
the former the local pressure is much less than for the latter. Furthermore, the pressure decay 
from a TNT detonation is much more rapid than the acoustic wave from a vapour cloud 
explosion. Nevertheless the model has been used extensively to predict peak pressures from 
gas explosions due to its ease of use. 

Multi-Energy Method 

The Multi-Energy Method (Van Den Berg, 1985), is often referred to as MEM. MEM can be 
used to estimate the blast from gas explosions with variable strength. The method assumes 
that only the part of the gas cloud that is confined or obstructed will contribute to the blast and 
that unconfined vapour clouds give rise to only small over-pressures if ignited. The over-
pressure increases with increasing confinement. In essence, the method is based on numerical 
simulations of a blast wave from a centrally ignited spherical cloud with constant velocity 
flames. 
There are two input parameters to MEM, a combustion-energy parameter scaled distance and 
the charge strength. The former parameter relates the combustion energy and the cloud 
volume to a distance from the ignition location, while the latter parameter takes into account 
the layout of the deflagration source. The charge strength is given a number between one and 
ten, where a charge strength of ten represents a detonation. The curve associated with a charge 
strength of seven is commonly used for congested and confined scenarios. It can be very 
difficult to choose the appropriate charge strength curve. 
The MEM has been developed further to address this “weakness” (Van Den Berg et al., 
1991). In addition, guidance has also been published which can be used to choose the 
appropriate curve based on the level of congestion and confinement of the site (Kinsella, 
1993).  
MEM tends to give conservative answers, i.e. it over-predicts the overpressure. 

Baker-Strehlow-Tang Model 

The Baker-Strehlow-Tang (BST) Model takes into account the reactivity of the fuel, the level 
of congestion and the level of confinement where the flammable cloud exists (Baker et al., 
1996). A flame Mach number can then be derived based on this assessment. The BST model 
was not able to give reasonable overpressure predictions for some of the experiments 
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performed in the MERGE and EMERGE, projects sponsored by the European Commission. It 
was therefore necessary to modify the expressions for the flame Mach number to take into 
account additional factors (Melton and Marx, 2009). 

Eddy Break-Up Model 

This modelling approach has already been described through its applicability to fire modelling 
(see Section 3.2.3). For completeness of this section the Eddy Break-Up Model is also listed 
here. A detailed description of how this approach can be applied to deflagration analysis can 
be found in Section Error! Reference source not found.. 

Eddy Dissipation Model 

The popular Eddy Dissipation Model (EDM) (Magnussen and Hjertager, 1976) is based on 
the Eddy Break-Up (EBU) model originally proposed by Spalding (Spalding, 1971), 
(Spalding, 1976). 
In its original formulation, the EBU model assumed that combustion can be represented as a 
fast, irreversible single-step reaction. In certain implementations of the EBU model the 
requirement of a single-step reaction has been relaxed. However, the reaction still has to be 
fast in comparison to the turbulence time scale. 
The EDM model proposed by Magnussen and Hjertager (Magnussen and Hjertager, 1976) 
introduces two model constants, A and B, The model was then re-named Eddy Dissipation 
Model. However, it has been found that these constants, or parameters, are not universal, as 
their values have been shown to be dependent on the fuel and burner configuration. However, 
the EBU model is frequently used with different values and the results are in reasonably good 
agreement with available measurements. However, a typical value for constant A is 3, but the 
range of values used in the literature is between 0.4 and 7 (Brizuela and Bilger, 1996). This 
suggests that ‘tuning’ of the model constant value has been carried out in order to obtain good 
agreement with experiments. Furthermore it shows that value selection is case dependent. 
The EBU model for non-premixed combustion has a basis in theory, though the general 
approach of the model is questionable (Brizuela and Bilger, 1996).  Brizuela and Bilger 
(Brizuela and Bilger, 1996) investigated values for the two model constants for diffusion 
flames, but it is not clear whether the findings from their investigation are also applicable to 
premixed combustion, or if they can be used to infer “better” values for the 
constants. Brizuela and Bilger (Brizuela and Bilger, 1996) derived a formulation for 
parameter A and used two different presumed-shape Probability Density Functions, clipped 
Gaussian and a β–PDF, to find the appropriate value. The authors presented a graph which 
showed the variation in parameter A as a function of the normalised fluctuation in mixture 
fraction of the limiting reactant. The values for A ranged from 0.01 to > 300. There were 
some differences in the calculated values when using different PDFs, but they were of the 
same order of magnitude. It was also noted that a value between 2 and 3 was entirely 
consistent with their analysis (Brizuela and Bilger, 1996). Brizuela and Bilger (Brizuela and 
Bilger, 1996) concluded that the value of A could be calculated in the CFD code without 
incurring a great computational overhead. However, to date we are not aware of any codes 
where this has been implemented. In addition, we are not aware of any systematic study of the 
effect of varying the value of parameter A on the calculations of, say the temperature and 
species compositions in a flame. 

Eddy Dissipation Concept Model 
There are a number of CFD combustion models of different degrees of complexity. The 
popular Eddy Dissipation Concept (EDC) model (Magnussen and Hjertager, 1976) is based 
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on the Eddy Break-Up (EBU) model originally proposed by Spalding (Spalding, 1971), 
(Spalding, 1976). Various refinements have been made to the original EDC model by 
Magnussen (Magnussen, 1981), Byggstoyl and Magnussen (Byggstoyl and Magnussen, 1985) 
and Ertesvag and Magnussen (Ertesvag and Magnussen, 2000), and it has been shown to 
provide a good compromise between accuracy and affordability for a number of different non-
premixed flames. 

4.2.2 Multi-phenomena deflagration model (UU) 
VLES Model 
The VLES model consists of 3D filtered conservation equations of mass, momentum, energy 
and species as detailed in previous publications (Molkov et al., 2006). The progress variable 
equation is used to model the premixed flame propagation: 
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where the gradient method (Prudnikov, 1967) is used to express the source term in the form 
cgradSS tuc
~r=  to calculate the mass burning rate. The density of the unburnt mixture is 

calculated as a function of pressure p, assuming of adiabatic compression/expansion: 
( )[ ] γρρ 1

00 /
2

ppYHuu = , where ( )
20 Hu Yρ  is mixture density at initial pressure p0, and  𝛾𝛾 is the 

adiabatic index. The laminar burning velocity Su is calculated using the formula: ( )( )ε
00 2

ppYSS Huu = , where ( )
20 Hu YS  is the laminar burning velocity at initial pressure 

(Lamoureux et al., 2002),  𝜀𝜀  is overall thermokinetic index as a function of the hydrogen 
concentration (Babkin, 2003).  

In the previous studies (Molkov et al., 2006), (Molkov et al., 2007), (Molkov et al., 2008) the 
turbulent burning velocity tS  was modelled by three mechanisms affecting the flame surface 
area. The first mechanism takes into account the effect of the flow turbulence and is modelled 
using Yakhot’s transcendental equation for the turbulent burning velocity of premixed 
turbulent combustion, derived from the renormalization group theory (Yakhot, 1988): 

2)/'exp( tut SuSS = , where uS  is laminar burning velocity, and  𝑢𝑢′ is r.m.s velocity.  

The second mechanism originates from the theory of Karlovitz et al. (Karlovitz et al., 1951) 
according to which the flame front itself generates turbulence that additionally increases the 
flame front area too. It was shown that the maximum theoretical value of a flame wrinkling 
factor associated with turbulence generated by flame front itself (high Reynolds numbers) is 
equal to: 3/)1( −= iKarl E

MAX
χ  where iE  is combustion products expansion coefficient 

(Molkov et al., 1991). Gostintsev et al. reported that for stoichiometric hydrogen-air mixtures 
the transition from laminar to self-similar (fractal) turbulent flame propagation regime takes 
place at a characteristic radius of about R0=1.0-1.2 m (Gostintsev et al., 1988). To account for 
both mentioned results the following sub-grid scale (SGS) flame wrinkling factor has been 
implemented into the VLES model (𝜓𝜓 is an empirical coefficient): 

( ) ( )[ ]0exp111 RR
MAXKarlKarl −−⋅−⋅+= χψχ  Equation 4.81 

The third mechanism accounts for the fractal increase of flame front area with an increase of 
the integral flame scale (outer cut-off). It was demonstrated that this mechanism is very 
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important to reproduce acceleration in large-scale explosions in the open atmosphere (Molkov 
et al., 2006). This mechanism has been implemented into the model according to 

( ) 2
0//

00

−⋅⋅= D
RtRt RRSS εε . It takes effect starting from the critical radius R0 = 1.2 m 

according to observation by Gostintsev et al. (Gostintsev et al., 1988).   

In this study it is assumed that the inner cut-off scale, 𝜀𝜀, is proportional to the laminar flame 
thickness Lδε ≈  (Fureby, 2005). Assuming that ( )uuL SS ⋅== ρµνδ , one can calculate
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Combining with the assumption of adiabatic compression, i.e.: 
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 Equation 4.82 

where KS 56.110= is the Sutherland’s constant for air in the temperature range 293 to 473 K. 

Preferential diffusion effects are pronounced for lean hydrogen-air mixtures and have to be 
accounted for in the combustion model through an additional mechanism. This fourth 
mechanism causes flamelet perturbations in the proximity of these leading flamelets that in 
turn enhance the burning velocity and mass burning rate (Kuznetsov and Sabel’nikov, 1990), 
(Lipatnikov and Chomiak, 2005), (Lipatnikov, 2007).  

Using the formulation of leading points (Kuznetsov and Sabel’nikov, 1990), Zimont and 
Lipatnikov (Zimont and Lipatnikov, 1995) determined the hydrogen concentration at the 
leading points and found their corresponding burning velocities by linear interpolation of the 
experimental data provided by Karpov and Severin (Karpov and Severin, 1978), (Karpov and 
Severin, 1980). The leading point flame wrinkling factor χlp is introduced in the combustion 
model to correct the SGS burning velocity. It is assumed that preferential-diffusive instability 
develops linearly with radius to reach its maximum at half of the critical radius R0. It remains 
constant after that, i.e. 𝜒𝜒𝑙𝑙𝑙𝑙 = 𝜒𝜒𝑙𝑙𝑙𝑙𝑀𝑀𝑀𝑀𝑀𝑀 . 

The turbulent burning velocity St model can be summarized as follows: 

For the transition from laminar to fully turbulent combustion, stage ( 00 RR << ), the model 
includes effects of the flow turbulence (Yakhot’s equation), the turbulence generated by flame 
front itself (Karlovitz turbulence), and preferential diffusion:  
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For the self-similar fully developed turbulent combustion regime ( 0RR > ): 
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The empirical parameterization for the fractal dimension (North and Santivicca, 1990), 
(Fureby, 2004) is applied (see Equation 4.21). There is only one empirical constant, i.e. ψ , 
available for the calibration of the VLES model.  
The multi-phenomena turbulent burning velocity model for LES of large-scale deflagrations 
is being continuously developed at Ulster University. Recently the model has been 
successfully applied to simulated the distorted tulip flame in a small-scale closed duct (Xiao 
et al., 2012). 
The compressible LES governing equations are obtained by filtering the three-dimensional 
conservation equations of mass, momentum, energy and the progress variable equation. The 
sub-grid scale (SGS) turbulence model derived from the renormalization group (RNG) theory 
by Yakhot and Orszag (Yakhot and Orszag, 1986) is adopted. The RNG model is purely 
theoretical and does not contain any empirical parameters. It is able to reproduce laminar, 
transitional and turbulent flows.  
The progress variable equation is used to model the flame front propagation. The mass 
burning rate is described by the gradient method (Prudnikov, 1967). The gradient method 
ensures that the prescribed mass burning rate 𝜌𝜌𝑢𝑢𝑆𝑆𝑡𝑡 takes place in the simulations independent 
of grid resolution. The numerical requirement to the gradient method is that a simulated flame 
thickness spreads over 4-5 control volumes. 
The model is based on the assumption of a flamelet regime of premixed turbulent combustion 
that is thought to be valid for accidental combustion with comparatively large scales and 
moderate turbulence. In the model, the mass burning rate is determined in general as a 
product of the local burning velocity in a flamelet and the surface area of flamelets both being 
affected by different instabilities, etc. 
The phenomena included in the model can be summarised as follows: 

• The effect of pressure, temperature and concentration on the burning velocity are 
included in the model. The dependence of laminar burning velocity on temperature 
and pressure during deflagration simulations uses the assumption of adiabatic 
compression or expansion similar to previous studies (Molkov and Nekrasov, 1981): 
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 where Sui is the burning velocity at initial temperature Tui and pressure p, 
umnm γε /−+=  is the  overall thermokinetic index, and uγ  is the adiabatic index of 

unburned mixture. The effect of hydrogen concentration on the burning velocity is 
included into a value of the initial laminar burning velocity Sui, and indices m and n 
when it is needed. 

• Effect of flow turbulence on the burning rate. When turbulence occurs in the flow 
during combustion wave propagation at the flame front would be distorted and the 
burning rate will be consequently enhanced. The flame thickness is normally a fraction 
of a millimetre (Aung et al., 1997) and therefore it is impractical to resolve in 
simulations the three-dimensional real flame thickness and the flow turbulence at all 
scales, i.e. it is impossible to perform DNS at the comparatively large scales 
characteristic of most hydrogen safety problems. The effect of flow turbulence on 
flame front wrinkling is partially resolved by LES at scales comparable to the applied 
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mesh. The effect of unresolved SGS flow turbulence is modelled following the 
Yakhot’s (Yakhot, 1988) transcendental equation for the turbulent burning velocity of 
premixed turbulent combustion 2)/exp( tut SuSS ′⋅= , where u’ is the SGS residual 
velocity. This equation is derived from first principles and does not include any 
empirical coefficients. For laminar flow with 0=′u , the equation yields St = Su. 

• However, Yakhot’s equation cannot be used in its original form in the LES of large-
scale deflagrations as the mesh size is large compared to the flame front thickness and 
thus phenomena affecting the turbulent burning rate at scales of flame thickness 
cannot be resolved. In order to account for various mechanisms enhancing turbulent 
burning velocity and unresolved on a comparatively large mesh, i.e. selective diffusion 
and flamelet curvature, as well as turbulence generated by flame front itself and 
fractals structure of the flame front, the laminar burning velocity in Yakhot’s original  
equation is substituted by a SGS wrinkling velocity in the model: 

2)/exp( t
SGS
wt SuSS ′⋅=  Equation 4.86 

This is the principle difference in the application of the Yakhot’s equation compared 
to other studies. As the SGS physical mechanisms cannot be resolved directly, the 
methods used to account for these mechanisms are overviewed below. 

• Effect of turbulence generated by the flame front itself. The wrinkled or turbulent 
flame front generates additional turbulence in the near-field region (Karlovitz et al., 
1951). The increase of surface area of the flame front due to the turbulence generated 
by the flame front itself cannot be resolved with current computing power even for 
moderate scale practical problems. The upper limit for a flame wrinkling factor due to 
the self-induced turbulence can be derived for high Reynolds number flows as  
(Molkov et al., 1984):  

3/)1(max −= EKχ  Equation 4.87 
where E is the expansion coefficient of combustion products, i.e. the ratio of densities 
of the unburned mixture and the burned gases. For a flame propagating in an initially 
quiescent mixture, this wrinkling factor gradually increases from 1 at the ignition 
point to the maximum value of max

Kχ for fully developed turbulence. Gostintsev et al. 
(Gostintsev et al., 1988) reported that the critical radius for the onset of self-similar 
flame propagation (fully developed turbulence) for near-stoichiometric hydrogen–air 
mixtures is about 2.10.10 −=R m. In order to take into account these transitional 
effects, the following equation is applied for SGS modelling of the unresolved self-
induced by flame turbulence: 

[ ])]/exp(1)1(1 0
max RRKK −−⋅−⋅+=Ξ χψ  Equation 4.88 

where R is the distance from the ignition point to the flame front, and 1≤ψ   is a 
model constant. This constant to following current knowledge is about ψ  = 0.5 - 0.6 
for near stoichiometric and moderately reach hydrogen-air mixture, and it grows to a 
maximum value ψ  = 1 for lean hydrogen-air mixtures (Molkov and Bragin, 2015).  
Therefore, with the consideration of physical phenomenon of the turbulence generated 
by the flame front itself the following expansion for the SGS wrinkling burning 
velocity is obtained: 𝑆𝑆𝑤𝑤𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑆𝑆𝑢𝑢 ∙ 𝜒𝜒𝐾𝐾     .  
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• Flame wrinkling and combustion acceleration mechanism associated with preferential 
diffusion coupled with flamelet curvature (leading point) is described in detail in 
Section 4.1.7. The hydrogen flame with a Lewis number less than unity is affected by 
the preferential diffusion effect. For a given mixture composition, there exists a flame 
curvature radius which corresponds to the maximum mass burning rate. According to 
Zeldovich’s the flamelets of such curvature will lead the propagation of the premixed 
flame. Zimont and Lipatnikov (Zimont and Lipatnikov, 1995), based on the work of 
Kuznetsov and Sabelnikov (Kuznetsov and Sabel’nikov, 1990), calculated a leading 
point coefficient max

pχ associated with this mechanism as a correction to the laminar 
burning velocity, dependent on mixture composition.  
In the present model, it is assumed that the diffusive-thermal instability 𝜒𝜒𝑝𝑝 develops 
linearly to the maximum value 𝜒𝜒𝑙𝑙𝑙𝑙𝑀𝑀𝑀𝑀𝑀𝑀 at half of the critical radius R0: 
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χ  Equation 4.89 

For distances from the ignition source above the critical radius: 0RR > , .max
pp χχ =  

Taking into account the leading point mechanism, the equation for the SGS wrinkling 
burning velocity can be updated to 𝑆𝑆𝑤𝑤𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑆𝑆𝑢𝑢 ∙ 𝜒𝜒𝐾𝐾 ∙ 𝜒𝜒𝑙𝑙𝑙𝑙. 

 

• Effect of fractal surface of turbulent flame front. A turbulent flame has a contorted 
surface. Thus, the conclusions of the fractal theory are applied to model the change of 
the fractal surface area of a turbulent flame as a function of the outer cut-off, that is 
usually the flame size, and the inner cut-off, that is currently chosen as the flame front 
thickness. The enhancement of turbulent burning velocity by this physical 
phenomenon is calculated in the model as: 

2
0 )/(

0

−⋅⋅= D
Rf RR εεχ  Equation 4.90 

where R0 is the critical radius for the establishment of a fully developed turbulent 
flame, from which the fractal sub-model is applied; R is distance from the ignition 
source (outer cut-off); 𝜀𝜀𝑅𝑅0 and ε are inner cut-off scales at R0 and R respectively; and D 
is the fractal dimension. The choice of the fractal dimension from the wide range of 
mentioned values is ambiguous. To make the LES model more universal the fractal 
sub-model has to exclude, as much as possible, any parameters which can be adjusted 
by the user.  
 
The empirical parameterization of the fractal dimension, D, as a function of the ratio 
of the fluctuating velocity, u’, to the laminar burning velocity, Su, is applied (North 
and Santivicca, 1990): 

1/
35.2

1/
05.2

+′
+

+′
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uSSu
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uu

 Equation 4.91 

The equation for the SGS wrinkling burning velocity can now be further updated to 

fpku
SGS
w SS χχχ ⋅⋅⋅= . 
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• Finally, the multi-phenomena combustion model now includes the five different 
physical mechanisms affecting the turbulent burning velocity, i.e. the effects of 
transient hydrogen concentration, temperature and pressure on laminar burning 
velocity, the flow turbulence in the incoming unburned mixture, the turbulence 
generated by flame front itself, the leading point mechanisms, and the fractal increase 
of turbulent flame front area.  
 
The turbulent burning velocity can be modelled as: 

2

exp 



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

 ′
⋅⋅⋅⋅=

t
fpkut S

uSS χχχ
 

Equation 4.92 

 
The advantage of the turbulent burning velocity model for LES is its flexibility to include new 
mechanisms affecting the burning rate. Currently research is underway to Ulster University 
on the inclusion of the Rayleigh-Taylor instability into the model. The first preliminary results 
of this research have been published (Keenan et al., 2014). 

4.2.3 Eddy break-up model (JRC) 
The Eddy Break-Up (or EBU) model can be found in many commercial and research codes. 
Its wide spread use is due to the fact that the reaction rate is written as a simple function of 
known mean quantities without additional transport equations, and with a low numerical cost 
compared to other approaches (Poinsot and Veynante, 2012). The EBU Model was developed 
initially by Spalding (Spalding, 1971), (Spalding, 1976) with the assumption that at high 
Reynolds and Damkoler numbers (Re >> 1, Da >> 1) the reaction rate is controlled by 
relatively slow turbulent motions, while chemical time scale is much faster and does not play 
any role as it does not limit combustion rate.  
Assuming infinitely thin flames, the mean reaction rate can be written as: 

𝜔𝜔 = 𝐶𝐶𝐸𝐸𝐸𝐸𝐸𝐸𝜌𝜌 �
𝜖𝜖
𝑘𝑘

 𝜃𝜃 �  �1 − 𝜃𝜃�� Equation 4.93 

𝜃𝜃� =
𝑇𝑇 − 𝑇𝑇1
𝑇𝑇2 − 𝑇𝑇1

 Equation 4.94 

where CEBU is a model constant, ρ is the density, ε/κ is the inverse of the integral time scale of 
the turbulent flow field, θ  is a reduced temperature correlation that assumes a value equal one 
in the fully burned mixture and a value equal to zero in the fresh unburned mixture, T1 is the 
temperature of the fresh mixture, and T2 is the temperature of the fully burned mixture. The 
use of the time scale related to the integral length scale is based on the assumption that the 
largest vortices (close to integral length scale) have a dominant effect in the interactions 
between the flame and the flow field. The EBU model closure is usually achieved with the κ-ε 
turbulent model.  

In (Magnussen and Hjertager, 1976) the EBU model was developed into the Eddy Dissipation 
Concept EDC model where the EBU assumption of flame propagation dominated by a 
turbulent mixing time (based on integral length scale) is extended to non-premixed 
combustion.  
Although the EBU model has the weakness of not including any dependence on chemistry, 
generally the EBU model provides better results than the simple Arrhenius model in 
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simulations of turbulent combustion (Poinsot and Veynante, 2012). Nevertheless it is known 
that the EBU model tends to over-estimate the reaction rate, especially in highly strained 
regions (with strong shears) like walls and flame holders where the ratio ε/κ is large.  
A weakness of the original EBU model is that there is not a universal value of the model 
constant that seems suitable for all configurations and flame regimes. The flame propagation 
is driven by the turbulent motions only and all other flame acceleration mechanisms are not 
included in the original model. In the initial stages of flame propagation, immediately after 
the ignition, the assumption of high Reynolds and Damkoler numbers does not hold and in 
some cases the stages at lower Reynolds and Damkoler numbers can contribute significantly 
to the flame speed and to the over-pressure history. Moreover the model is not suitable for 
detonation simulations where chemistry plays a major role. As described hereafter, several 
modifications of the model were suggested along the years in order to include more 
mechanisms for flame acceleration into the model, making it suitable for the modelling of a 
broader range of applications.  
An extinction mechanism was introduced by Hjertager in the EDC model (Hjertager, 1982). 
According to that mechanism, when the chemical time scale (calculated with Arrhenius 
chemistry) is significantly larger (> 1000) than the turbulent mixing time scale, the reaction 
rate goes to zero. A quasi-laminar combustion modification was introduced by (Bakke and 
Hjertager, 1986) to take into account the quasi-laminar stages of flame propagation when the 
local turbulent Reynolds number is smaller than a critical value. A modification of the CEBU to 
include some chemical features in the expression of the reaction rate was proposed by (Said 
and Borghi, 1988). A combustion enhancement factor ET was added by (Hjertager and 
Solberg, 1999) to the expression of the turbulent combustion rate to take into account the 
break-up and acceleration of the flame when multiple obstacles are inside the control volume. 
Another modification of the EBU model was suggested by (Meneveau and Poinsot, 1991) 
including the total turbulent strain rate in the original EBU model (ITNFS or Intermittent 
Turbulent Net Flame Stretch).  
The expression of the mean reaction rate becomes: 

𝜔𝜔 = 𝐶𝐶𝐸𝐸𝐸𝐸𝐸𝐸𝜌𝜌 �𝛤𝛤𝑘𝑘 �
𝑢𝑢′
𝑠𝑠𝐿𝐿0

,
𝑙𝑙𝑡𝑡
𝛿𝛿𝐿𝐿0
�
𝜖𝜖
𝑘𝑘

 𝜃𝜃 �  �1 − 𝜃𝜃�� Equation 4.95 

where u’ is the turbulent RMS velocity in the fresh mixture, s0
L is the unstrained laminar 

flame speed, lt is the integral length scale, δ0
L is the thermal flame thickness, and Γk is the 

efficiency function that is fitted from DNS data.  

This new expression takes into account all possible turbulent scales (and not only the integral 
length scale like in the original EBU model); it tends to decrease the mean reaction rate in 
highly strained regions, and it introduces sensitivity to chemistry. As reported in (Poinsot and 
Veynante, 2012), the above expression was successfully used by (Bailly et al., 1996) and 
(Lahjaily et al., 1998). 

One potential issue with EBU/EDC models is that pre-ignition due to numerical diffusion can 
occur in regions with a large ε/κ ratio in front of the flame. That is non-physical behaviour of 
the model and it can be addressed by including a limiting condition on the relevant parameter 
(e.g. temperature or progress variable) into the model. 

A LES-EBU model was considered by (Fureby and Lofstrom, 1994), (Fureby and Lofstrom, 
1994), (Candel et al., 1999) 
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In the HySafe project (2004-2009) an extensive programme of CFD validation benchmark 
exercises were performed for hydrogen safety issues. It was shown that a EDC model 
(Hjertager, 1982),  (Hjertager, 1993a), (Hjertager, 1993b) was capable of reproducing in 
RANS simulations the following experiments with different level of agreement between 
experimental measurements and simulation results:  hydrogen deflagrations in a closed 1.5 m 
in diameter and 5.7 m high cylindrical vessel (Makarov et al., 2010a), hydrogen explosions in 
an environment simulating a vehicle refuelling station (Makarov et al., 2009), the explosion of 
a stoichiometric hydrogen-air mixture in a 10 m radius balloon in an unconfined configuration 
(Garcia et al., 2010), explosions of stoichiometric hydrogen–air mixtures in a 78.5 m long 
tunnel (Baraldi et al., 2009), and stoichiometric hydrogen deflagrations in a 0.95 m3 vessel 
with vents of different sizes (Baraldi et al., 2010). 

4.2.4 Flame surface density model (KIT) 

4.2.4.1  General 
The model of flame surface density created by FM global has been developing for the last 
years through successive developments (Bauwens et al., 2008a), (Bauwens et al., 2008b), 
(Bauwens et al., 2011). Between the factors contributing to pressure built-up in deflagrations, 
flame instabilities play a significant role especially in those problems in which the interaction 
with obstacles and enclosures are not significant. Surprisingly, the modelling of the flame 
instabilities have been introduced only in the last years (Bauwens et al., 2008a), (Bauwens et 
al., 2008b) for large scale calculations. Such modelling approaches are necessary as most of 
the spectrum of the wrinkles lies in the non-resolvable area due to resolution restrictions. In 
such a methodology the effective burning velocity was modelled as a product of the laminar 
burning velocity and a flame surface wrinkling factor Ξ.  
The surface wrinkling factor is analysed taking into account (Bauwens et al., 2011) as a 
transport equation: 

𝑑𝑑Ξ
𝑑𝑑𝑑𝑑

= 𝐺𝐺 (Ξ − 1) −  𝑅𝑅 (Ξ − 1)
3
2 Equation 4.96 

in which 𝐺𝐺 and  𝑅𝑅 are sub-grid wrinkling generation and removal rates. Although such a 
formulation allows for modelling of the included instabilities it has serious restrictions. 
Firstly, it disregards any interaction between disturbances with different wave numbers. 
Moreover, it only considers the growth of disturbances using a single wavenumber. 
Wavenumber is utilized also to calculate the growth rate G. Additionally, it was not derived 
from the first principles, and in some cases the solution of the transport equation was obtained 
using empirical parameters for G and R. Furthermore, each instability is modelled separately, 
and one equation, and one wrinkling factor, is required for each instability. The interaction 
and combination between the different factors (e.g. Ξ = Ξ1∙Ξ2 in (Bauwens et al., 2011)) or Ξ 
= Ξ1 + Ξ2 in (Bauwens et al., 2008a), (Bauwens et al., 2008b) pose serious restrictions. 

4.2.4.2  Derivation of the model for the flame wrinkling evolution 
The detailed derivation of a model for the flame wrinkling and its evolution allows Rayleigh-
Taylor instability to be accounted for. The model consists finally of a partial differential 
equation, which provides for the evolution of the wrinkling of the flame front. This wrinkling 
represents the flame surface enhancement due to instabilities. The source term of such a 
differential equation will be provided by the theory of flame instabilities. 
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A planar flame front is in general not stable. As a first approach, the flame can be considered 
as a surface of discontinuity which moves with a velocity normal to itself in every position. 
Based on these two assumptions a curved combustion front can be analysed utilizing the 
Huygen’s principle (Zeldovich et al., 1985), see Figure 4.33. If the initial position and shape 
of the flame is known, the successive displacement of the surface can be obtained tracing the 
family of spheres of radius SL dt. The enveloping surface of all these spheres represents the 
flame position in time t+dt.  
Observing the surface of the flame, it is possible to distinguish convex and concave regions. 
In concave regions, the flame trajectories are convergent and ultimately focus on a single 
location to create a break in the surface of the flame.  
This suggests to model the evolution of the front during the process in which the flame 
wrinkles as dominated by two competitive effects. These are the flame destabilization created 
by the instability itself and a suppression effect due to the cusp evolution. 

 
Figure 4.33 Successive locations of the flame front constructed applying the Huygen’s 

principle (Zeldovich et al., 1985). 

4.2.4.3  Source term 
If the flame front is represented by the function F(x,t)=0 in a reference moving with the flame 
front, this surface divides the calculation domain into two regions F < 0 for the reactants and 
F > 0 for the products. Small perturbations could be considered in the surface of the flame 
utilizing the formulation: 

(𝑥𝑥, 𝑡𝑡) = 𝐴𝐴(𝑡𝑡)𝑒𝑒𝑒𝑒𝑒𝑒(𝑖𝑖𝑖𝑖𝑖𝑖) Equation 4.97 
The time dependent amplitude of the fluctuations can be expressed in terms of the exponential 
function: 

𝐴𝐴(𝑡𝑡) = 𝐴𝐴0𝑒𝑒𝑒𝑒𝑒𝑒(𝜎𝜎 𝑡𝑡) Equation 4.98 
Deriving, the source term representing the time dependent growth of the amplitude of the 
instability due to the initial perturbation, this could be expressed as a first approximation as:  

AkuA
dt
dA

nσσ ==  Equation 4.99 
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where sigma denotes the growth rate of the instability. This magnitude has been the subject of 
intensive studies and concrete formulation of this term, for any of the instabilities of interest, 
can be found in the literature, e.g. (Bychkov and Liberman, 2000). 
The expression contained in this last equation neglects the existence of cusps in the flame 
surface. In the rationale that follows, it was attempted to estimate the effect of these cusps. 
Thus, in the following disquisitions A will be considered the amplitude of the front between 
cusp and top of the cyclic surface. 

4.2.4.4  Flame surface annihilation due to cusps 
We may now turn our attention to the pattern of the flame in the cusp, see Figure 4.34 and 
Figure 4.35. 

 
Figure 4.34 Surface of a flame with a cusp. 

 

 
Figure 4.35 Surface of a flame with a cusp and variables utilized for its description. 

If θc is the angle of the flame in the cusp and due to the interaction of the two convex areas the 
speed in the cusp is given by 𝑆𝑆𝐿𝐿/𝑐𝑐𝑐𝑐𝑐𝑐  𝜃𝜃𝑐𝑐. The suppression of amplitude due to the greater 
velocity of the cusps relative to the speed in convex areas is: 

𝑑𝑑𝐴𝐴𝑐𝑐
𝑑𝑑𝑑𝑑

= −𝑆𝑆𝐿𝐿 �
1

𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑐𝑐
  − 1 �. Equation 4.100 

Out of the cusps the surface of the flame can be approximated with a parabola: 

𝑦𝑦 = 𝑎𝑎𝑎𝑎² + 𝑏𝑏𝑏𝑏 + 𝑐𝑐 Equation 4.101 
which intersects the points (0,0), (λc/2, 0) and (λ/4, Ac). This allows for the values of a, b, c to 
be obtained: 
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𝑎𝑎 = −
16𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐2

 Equation 4.102 

𝑏𝑏 =
8𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐

 Equation 4.103 

𝑐𝑐 = 0 Equation 4.104 
The equation of the parabola is: 

𝑦𝑦 = −
16𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐2

𝑥𝑥2 +
8𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐

 𝑥𝑥 Equation 4.105 

and its derivative: 

𝑦𝑦′ = −
32𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐2

 𝑥𝑥 +
8𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐

 Equation 4.106 

Therefore, in the cusp, the slope is:  

𝑡𝑡𝑡𝑡 (𝜃𝜃𝑐𝑐) =
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

|_𝑥𝑥 = 0 = 8𝐴𝐴_𝑐𝑐/𝜆𝜆_𝑐𝑐 Equation 4.107 

On the other side, the secant can be expressed to be: 

1
𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃𝑐𝑐) = �𝑡𝑡𝑔𝑔2(𝜃𝜃𝑐𝑐) + 1 Equation 4.108 

In turn, the square root can be approximated with: 

�(𝑡𝑡𝑔𝑔2(𝜃𝜃𝑐𝑐) + 1)  ≈  1 +
1
2
�

(8𝐴𝐴𝑐𝑐)
(𝜆𝜆𝑐𝑐) �

2

 Equation 4.109 

Which allow, simplifying the previous equation, a case in which: 

𝑑𝑑𝐴𝐴𝑐𝑐
𝑑𝑑𝑑𝑑

= −
𝑆𝑆𝐿𝐿8𝐴𝐴𝑐𝑐2𝜅𝜅2

𝜋𝜋2
 Equation 4.110 

is obtained. 

4.2.4.5  Wrinkling factor equation 
The wrinkling factor represents the relation between the surface of the wrinkled and the 
planar flame. In the direction perpendicular to the paper the flame was considered as infinite, 
simplifying the problem to two dimensions, see Figure 4.35. The wrinkling factor represents 
the relation between the length of the arc and the chord shown in Figure 4.34. The length of 
the chord is directly λc/2. The length of the arc can be easily approximated, with first order 
accuracy, considering that the parabola utilized in the previous section is a circle. The first 
order approximation is a perfectly coherent premise taking into account that the theory for 
flame instabilities is based in this assumption and therefore using these assumptions the 
growth rate can be obtained: 

1
𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃𝑐𝑐

= �1 + �
1

𝑡𝑡𝑡𝑡𝜃𝜃𝑐𝑐
�
2

= �1 + �
𝜆𝜆𝑐𝑐

8𝐴𝐴𝑐𝑐
�
2

 Equation 4.111 

𝑅𝑅 =
𝜆𝜆𝑐𝑐
4

1
𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃𝑐𝑐

 Equation 4.112 
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ℓ = 2 𝜃𝜃𝑐𝑐𝑅𝑅 Equation 4.113 

𝜃𝜃𝑐𝑐 ≈  𝑡𝑡𝑡𝑡 𝜃𝜃𝑐𝑐  =
8𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐

 Equation 4.114 

ℓ = 2
8𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐

𝜆𝜆𝑐𝑐
4

  �1 + �
𝜆𝜆𝑐𝑐

8𝐴𝐴𝑐𝑐
�
2

= 4𝐴𝐴𝑐𝑐 �1 + �
𝜆𝜆𝑐𝑐

8𝐴𝐴𝑐𝑐
�
2

 Equation 4.115 

The wrinkling factor is then: 

Ξ =
ℓ
𝜆𝜆𝑐𝑐
2

= �1 + �
8𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐

�
2

 Equation 4.116 

which again in first order approximation reduces to: 

Ξ ≈  1 +
1
2
�

8𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐

�
2

 Equation 4.117 

This can be reformulated into an expression involving different variables, the wrinkling factor 
and the wavenumber  𝜅𝜅 = 2𝜋𝜋/𝜆𝜆_𝑐𝑐.  
Under this formulation the equation can be rewritten as: 

Ξ − 1 ≈
1
2
�

8𝐴𝐴𝑐𝑐
𝜆𝜆𝑐𝑐

�
2

=
8𝐴𝐴𝑐𝑐2𝜅𝜅2

𝜋𝜋2
 Equation 4.118 

and deriving: 

Ξ
𝑑𝑑𝑑𝑑

=
8𝜅𝜅2

𝜋𝜋2
 2
𝐴𝐴𝑐𝑐𝑑𝑑𝐴𝐴𝑐𝑐
𝑑𝑑𝑑𝑑

 Equation 4.119 

On the other side from equation: 

𝐴𝐴𝐶𝐶 = �𝜋𝜋
2

8
𝜅𝜅2(Ξ − 1) Equation 4.120 

Thus: 

𝑑𝑑Ξ
𝑑𝑑𝑑𝑑

=
8𝜅𝜅2

𝜋𝜋2
 2
𝜋𝜋
√8

 𝜅𝜅 √Ξ − 1
𝑑𝑑𝐴𝐴𝑐𝑐
𝑑𝑑𝑑𝑑

=
2√2𝜅𝜅
𝜋𝜋

2 √Ξ − 1
𝑑𝑑𝐴𝐴𝑐𝑐
𝑑𝑑𝑑𝑑

 Equation 4.121 

Therefore, substituting: 

1
4√2𝜅𝜅
𝜋𝜋

 �\𝑋𝑋𝑋𝑋 − 1
𝑑𝑑Ξ
𝑑𝑑𝑑𝑑

  = −𝑆𝑆𝐿𝐿(Ξ − 1) Equation 4.122 

which simplifies to: 

𝑑𝑑Ξ
𝑑𝑑𝑑𝑑

= −
4√2𝜅𝜅
𝜋𝜋

 𝑆𝑆𝐿𝐿  (Ξ − 1)
3
2   Equation 4.123 

4.2.4.6  Source term (instability) wrinkling factor 
The previous equations can be also reformulated utilizing the wrinkling factor.  
Substituting: 
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𝑑𝑑Ξ
𝑑𝑑𝑑𝑑

=
4√2𝜅𝜅
𝜋𝜋 √Ξ − 1 𝜎𝜎 𝜅𝜅 𝑆𝑆𝐿𝐿 �

𝜋𝜋2

8𝜅𝜅2
(Ξ − 1) Equation 4.124 

and thus: 

𝑑𝑑Ξ
𝑑𝑑𝑑𝑑

= 2𝜎𝜎𝜎𝜎 𝑆𝑆𝐿𝐿 (Ξ − 1) Equation 4.125 

4.2.4.7  Final equation  
The annihilation and source equations can be combined together to generate the model 
researched: 

𝑑𝑑Ξ
𝑑𝑑𝑑𝑑

= 2𝜎𝜎 𝜅𝜅 𝑆𝑆𝐿𝐿 (Ξ − 1) −  4√2
𝜅𝜅
𝜋𝜋

 𝑆𝑆𝐿𝐿 (Ξ − 1)
3
2 Equation 4.126 

The factor σ, dimensionless growth factor can be, for the Darrieus-Landau, Rayleigh-Taylor, 
thermo-diffusive or acoustic-parametric instabilities, found in the literature, e.g. (Bychkov 
and Liberman, 2000) and provides a possibility for the modelling of the mentioned 
instabilities. 
The equation contain a free parameter, the wavenumber that also affects the growth rate, as 
𝜎𝜎 = 𝜎𝜎(𝜅𝜅). Therefore, it is necessary to define the wavenumber that should be considered 
inside the range of the instability. Bauwens et al. (Bauwens et al., 2011) have selected the 
wavenumber that produces the highest growth rate exclusively arguing that this would be the 
most significant wavenumber. 

4.2.4.8  Limitations 
The validity of a model based and resulting on the assumptions accepted in this chapter is 
doubtful.  
Nevertheless, it offers the framework to introduce flame instabilities into the modelling in a 
very simple way. Between the evident shortcomings of such an approach we should mention 
several points. Conceptually the approach is based tracing an analogy between combustion 
and optics, the validity of which controversial. Additionally, it considers a single wavenumber 
as representative of the whole instability spectrum. Furthermore, it ignores and neglects the 
interaction between different wavenumbers.  

4.2.4.9  Growth rate of Rayleigh-Taylor instability 
The stability of a flame with an arbitrary Lewis number and with transports coefficients 
varying with temperature was studied i.e. in reference (Searby, 1986). Bychkov and Liberman 
(Bychkov and Liberman, 2000) recovers this formulation (which appears in (Searby and 
Rochwerger, 1991)) to analyse the stability of flames. 
The stability problem could be studied by analysing the negative solutions of: 

𝐴𝐴𝜎𝜎2  +  𝑈𝑈𝐿𝐿𝑘𝑘𝑘𝑘𝑘𝑘 +  𝑘𝑘 𝑔𝑔 𝐶𝐶1 + 𝑈𝑈𝐿𝐿2𝑘𝑘2𝐶𝐶2 = 0 Equation 4.127 
where 

𝐴𝐴 = 1 +
𝜃𝜃 − 1
𝜃𝜃 + 1

 𝑘𝑘𝑘𝑘 �𝑀𝑀𝑀𝑀 −
𝜃𝜃

𝜃𝜃 − 1
𝐽𝐽� Equation 4.128 

𝐵𝐵 =
2 𝜃𝜃
𝜃𝜃 + 1

�1 + 𝜃𝜃 𝑘𝑘𝑘𝑘(𝑀𝑀𝑀𝑀 − 𝐽𝐽)� Equation 4.129 
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𝐶𝐶1 =
(𝜃𝜃 − 1)
(𝜃𝜃 + 1) �1  −  𝑘𝑘 𝐿𝐿 � 𝑀𝑀𝑀𝑀 −

𝐽𝐽 𝜃𝜃
𝜃𝜃 − 1

�� Equation 4.130 

𝐶𝐶2 = �
𝜃𝜃(𝜃𝜃 − 1)
𝜃𝜃 + 1  �−1 +

𝑘𝑘𝐿𝐿
𝜃𝜃 − 1 �

(3𝜃𝜃 − 1)𝑀𝑀𝑀𝑀 −  2𝐽𝐽𝐽𝐽 + 2 Pr ℎ𝑏𝑏(𝜃𝜃 − 1) − 𝐽𝐽3(2𝑃𝑃𝑃𝑃 − 1)� �� Equation 4.131 

where 𝛾𝛾 =  (𝜌𝜌𝑢𝑢  − 𝜌𝜌𝑏𝑏)/𝜌𝜌𝑢𝑢  =  1 − 1/𝜎𝜎, 𝜗𝜗 = (𝑇𝑇 − 𝑇𝑇𝑢𝑢)/(𝑇𝑇𝑏𝑏 − 𝑇𝑇𝑢𝑢), 𝐿𝐿𝐿𝐿 = 𝜒𝜒/𝐷𝐷 the Lewis 
number, Pr the Prandtl number, 𝐹𝐹𝑟𝑟−1 = 𝑔𝑔𝑔𝑔/𝑈𝑈𝐿𝐿2 the Froude number, g the acceleration of the 
gravity, 𝑈𝑈𝐿𝐿  the laminar flame speed and d the thickness of the flame. 
The additional definitions provided complete the description of the previous equations: 

𝐻𝐻 = � �ℎ𝑏𝑏 − ℎ(𝜗𝜗)� 𝑑𝑑𝑑𝑑
1

0
 Equation 4.132 

𝐽𝐽 =
𝛾𝛾

1 − 𝛾𝛾
� (ℎ(𝜗𝜗))/(1 +

𝜗𝜗𝜗𝜗
 1 − 𝛾𝛾

)  𝑑𝑑𝑑𝑑
1

0
 Equation 4.133 

𝑀𝑀𝑀𝑀 =
𝐽𝐽
𝛾𝛾
−

1
2

 𝑍𝑍𝑍𝑍 ( 𝐿𝐿𝐿𝐿 − 1) �
ℎ(𝜗𝜗)𝑙𝑙𝑙𝑙(𝜗𝜗)

1 + 𝜗𝜗𝜗𝜗
1 − 𝛾𝛾

 𝑑𝑑𝑑𝑑
1

0
 Equation 4.134 

where  

ℎ(𝜗𝜗) =
�𝜆𝜆(𝜗𝜗)𝐶𝐶𝑃𝑃𝑢𝑢�
𝜆𝜆𝑢𝑢𝐶𝐶𝑃𝑃(𝜗𝜗)  =

𝜌𝜌(𝜗𝜗)𝜒𝜒(𝜗𝜗)
𝜌𝜌𝑢𝑢𝜒𝜒𝑢𝑢

 Equation 4.135 

4.2.4.10  Rayleigh-Taylor instability results 
For the Rayleigh-Taylor instability, the calculations were performed with 7 different 
accelerations. In the case where g = 0 the growth rate coincides with the Darrieus-Landau 
instability.  
Additionally three positive and three negative accelerations were included in the graphics.  
The approximate value of 10000 m/s2 was obtained from a rough estimation of typical 
acceleration to be achieved in obstructed combustion tubes with flames moving at 100 m/s.  
Even bigger values could be achieved in the reality.  
Of course those values are problem dependent and will depend on the fuel content of the 
reactive mixture.  
The results obtained for all concentrations were included in the Figure 4.36 and Figure 4.37.  
The dependence of the growth rate on the concentration can be very clearly appreciated.  
Therefore, the effect of acceleration on the RT instability is much stronger for lean mixtures 
than for rich ones.  
Additionally the interval of wavenumbers to be considered as unstable also grows strongly for 
lean mixtures. 
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Figure 4.36 Growth rate of the Rayleigh-Taylor instability for H2-air mixtures with different 
fuel concentrations, From left to right; a) 10., 12.5; b)15., 17.5, 20.; c) 22.5, 25., 27.5; d) 30., 

32.5, 35.; e) 37.5, 40., 42.5 H2 %(vol.), Gravity acceleration indicated in the legend. 
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Figure 4.37 Growth rate of the Rayleigh-Taylor instability for H2-air mixtures with different 
fuel concentrations, From left to right; a) 42.5, 45., 47.5; b) 50., 52.5, 55.; c) 57.5, 60., 62.5; 

d) 65., 67.5, 70. H2 % (vol.), Gravity acceleration indicated in the legend. 

4.2.4.11  Analysis of the RT influence on the maximum overpressures achieved 
With knowledge of the growth rate (see previous discussion) it is possible to close the model 
and obtain the required solution of the equation:  

𝑑𝑑Ξ
𝑑𝑑𝑑𝑑

= 2𝜎𝜎 𝜅𝜅 𝑆𝑆𝐿𝐿 (Ξ − 1) −  4√2
𝜅𝜅
𝜋𝜋

 𝑆𝑆𝐿𝐿 (Ξ − 1)
3
2 Equation 4.136 

To make this model coherent, the growth rate and the wavenumbers are point and time 
dependent, and can be simply obtained on each calculation volume by the code. It is 
necessary also to remark that the acceleration and the gaseous concentrations are also point 
and time dependent. The only remaining open point is the selection of the initial values for Ξ. 
Evidently, the modelled equation is dependent on the initial value selected.  
This dependency can be studied using Figure 4.38: 
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Figure 4.38 Field diagram of a stoichiometric hydrogen air mixture, acceleration = 10000 

m/s2 Integral lines obtained for initial values of Ξ0 = 1.000001, 1.00001, 1.0001, 1.001, 1.01, 
1.1, 2, 4. 

The results depicted show a clear attractor at Ξ = 2.1. For this representation the more violent 
case has been presented, thus timing for the growth rate for less violent accelerations is going 
to be slower.  
For the cases with a very strong deceleration, 10000 m/s2 taking into account again 
stoichiometric mixtures, Figure 4.39 is produced, with an analogous attractor at Ξ = 1.2. 
The results contained in Figure 4.38 and Figure 4.39 show one of the greatest limitations of 
the model. Taking into account the results obtained for Ξ = 1.000001, 1.00001, 1.0001, 1.001, 
it is clear that the model does not converge to a solution in which grid invariance can be 
obtained. Even more, the values Ξ0 = 1.000001, 1.00001, 1.0001, 1.001 represent the same 
physical reality, actually, a planar flame with a negligible perturbation applied. The difference 
obtained in the figures between the corresponding integral curves, which for transients are 
significant, show the limited accuracy of the model and its limitative range of utilization. 
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Figure 4.39 Field diagram of a stoichiometric hydrogen air mixture, deceleration = 10000 

m/s2 Integral lines obtained for values of Ξ0 = 1.000001, 1.00001, 1.0001, 1.001, 1.01, 1.1, 2. 

4.2.5 Modelling and numerical simulation of explosions in stratified 
mixtures (UU) 

The development of predictive methods for explosions in stratified mixtures has so far 
received limited attention (Marra et al., 2002). Some simplified lumped-parameters models 
were developed to describe the combustion in stratified layers. Feng et al. (Feng et al., 1975) 
formulated two analytical models to explain the behaviour for a single roof-layered uniform 
fuel-air mixture within a gallery of finite and infinite length. The flow was treated as steady, 
two-dimensional, incompressible and inviscid. For a gallery of infinite height, the ratio of the 
propagation velocity to the burning velocity is equal to the square root of the ratio of the 
unburned to burned gas density. For galleries of finite length with open ends, the interesting 
result is that for all but a gallery of infinite height the flame propagation velocity is unsteady 
and accelerating. Kaptein and Hermance (Kaptein and Hermance, 1976) developed further the 
model by Feng et al. (Feng et al., 1975) for a gallery of infinite length. These step-wise 
premixed layer models were focused on explaining the flame propagation velocities and 
cannot be applied directly to predict pressure dynamics in unvented/vented enclosures. 

Dold (Dold, 1989) performed a theoretical investigation and concluded that the propagation 
velocity of the triple flame strongly depends upon the transverse mixture fraction gradient. He 
determined that the flame propagation velocity increases as the mixture fraction gradient 
decreases, and it is bounded by the maximum adiabatic laminar flame propagation velocity of 
the system. 

The novel aspect of the recent lumped parameter model developed by Tamanini (Tamanini, 
2000) is that it includes a dual-mode treatment of the combustion process that affects 
explosion pressure dynamics. In this model, a premixed flame sweeps horizontally through 
the corresponding layer at a constant propagation velocity. In the wake of this premixed 
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flame, the fuel in the rich layer reacts in a convection flame. The second burning mode starts 
after a delay, which is calculated based on the time required for the buoyant turnover of the 
combustion products. One of the disadvantages of this model is that the flame propagation 
velocity is a parameter that needs to be supplied to the model. The burning in the convection 
flame is essentially treated as a pool fire with a constant burning rate. The most important 
limitation of the model (Tamanini, 2000) is that it cannot be applied to model explosion 
dynamics when the flame propagates in the direction of the concentration gradient in an 
environment similar to Whitehouse et al. (Whitehouse et al., 1996). 

Preliminary work on the CFD simulation of stratified fuel-air explosions was performed by 
(Marra et al., 2002). No significant differences were observed with respect to the flame 
propagation between the simulation assuming laminar combustion and the simulation using 
the classical k-ε model. The simulation of the experiment by Tamanini (Tamanini, 2000) has 
shown that the volume of hot combustion products started to rise due to buoyancy. It has been 
concluded that calculated flame speeds are in agreement with the experiments and the 
calculated flow and flame structure are also well reproduced, at least qualitatively. Results in 
terms of pressure prediction with respect to time were obtained without a turbulence model. 
In the stratified mixture explosion the pressure rise drops at about 1 s after ignition but is 
followed by an increase of pressure due to the diffusion/convection flame fed by the rich 
layer.  
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5. Physical and mathematical models of detonations (KIT) 
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5.1 Hydrogen safety engineering relevant problems and 
phenomena (KIT) 

5.1.1 Detonation propagation (KIT) 

5.1.1.1 Structure of the detonation 
Detonations have an intrinsic non-stationary and multi-dimensional nature affect the 
maximum local pressures during detonation process. 

 
Figure 5.1 Schematic presentation of multi-dimensional detonation front structure (Kuo, 

2005). 

Detonation waves in the mixtures have internal multi-dimensional structures. Already 
classical works on the structure of detonation waves, e.g. (Voitsekhovskii et al., 1966, 
Strehlow 1970, Strehlow 1969b, Strehlow 1969c), have led to the discovery of  different type 
of detonation waves: 

 
1. Front structures, which have highly constant values of main characteristics averaged in 
time and have a regularly repeated structure; 
2. Front structures, which have constant averaged characteristics but no regular structure; 
3. Front structures, which exhibit wholely non-stationary behaviour. 
 

In the case of lean or rich mixtures, which are close to the detonation limits for hydrogen, 
detonations occur usually exhibiting characteristics of the second or third types. 
Unfortunately, most of the experimental work has only been performed for mixtures far from 
the detonation limits. Full volume detonations happening for concentrations close to the 
detonation limits have not been studied so far. Note that the role of front structure, as a rule, 
appears to be more significant in cases considering lean mixture detonations, which are 
typical for industrial accidents. 
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The multi-dimensional structure of the detonation front includes the leading shock wave and a 
number of transverse waves, which propagate perpendicular to the leading shock, reflecting 
from each other and from bounding walls. The surface of the leading shock consists of a 
sequence of convex parts, which instigate the chemical reaction, and concave parts which are 
fast decaying waves. Additional reaction zones are located behind the transverse waves where 
the reaction completes. 

5.1.1.2Rankine-Hugoniot jump conditions 
For the steady, one-dimensional flow of a combustible gas that burns to completion, equations 
relating initial and final conditions are called the Rankine-Hugoniot relations and they provide 
jump conditions across the front, from upstream (subscript 0) to downstream (subscript ∞).  

 
Figure 5.2 Schematic locus of burnt-gas states for combustion waves (Linan and Williams, 

1993). 

The equations which describe the Rankine-Hugoniot jump conditions can be written as 
follows: 

m0 = ρ0 u0  = ρ∞ u∞  , (5.1) 

P0 ≡ ρ0 u02  + p0  = ρ∞ u∞2  + p∞. (5.2) 

The sequence of final states obeying: 

p∞  + m0
2

ρ∞
= P0 ≡  p0  + m0

2 /ρ0. 
(5.3) 

Obtained by substituting the first two equations, is the Rayleigh line, which is a straight line 
in the plane of final pressure, p∞, and specific volume, 1/ρ∞, as shown in Figure 5.2. 

Using the energy conservation equation together with the second jump condition provides a 
relationship between the thermodynamic properties and the Hugoniot curve, which can be 
written as: 
γ

γ−1
 � p∞
ρ∞   

 − P0
 ρ0  
� − 1

2
 � 1
ρ∞  

+ 1
ρ0 
� (p∞  − p0)  = h0  , 

(5.4) 
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where h0 is the total amount of chemical heat released per unit mass of the mixture. The 
Hugoniot curve is shown schematically in Figure 5.2 for a representative combustion system. 
The final state is determined by the intersection of the Rayleigh line with the Hugoniot curve. 

As shown in Figure 5.2 the Hugoniot curve has two branches, an upper branch of large p∞ and 
ρ∞, called the detonation branch, and a lower branch of small p∞ and ρ∞, called the 
deflagration branch. There is a minimum propagation velocity for detonations, corresponding 
to tangency at the upper Chapman-Jouget (CJ) point. The Rankine-Hugoniot equations can be 
solved using one of the available, and widely utilized, solvers. 

Under certain circumstances, it is possible for the detonation wave to move faster than the 
unique steady-state velocity given by CJ theory. This usually occurs because another event 
causes the detonation products to move faster than the velocity they would have in a CJ wave. 
As a result, the pressure associated with such an ‘overdriven’ detonation front can be 
significantly higher. 

5.1.1.3CJ detonation 
One-dimensional detonation theory was developed independently by Chapman (Chapman, 
1899) and Jouguet (Jouguet, 1906) and was based on the preceding shock theory, with the 
inclusion of an addition energy term corresponding to the energy released by the chemical 
reaction. In this theory, the C-J theory, the chemical reaction is assumed to occur infinitely 
fast. Further manipulation of equations leads to the following expression: 

𝑞𝑞𝐶𝐶𝐶𝐶 =
(�𝑀𝑀𝐶𝐶𝐶𝐶

2  −1�
2

 𝑎𝑎12) 
 2(𝛾𝛾𝑏𝑏 −1)𝑀𝑀𝐶𝐶𝐶𝐶

2 (𝛾𝛾𝑏𝑏  +1), 
(5.5) 

which relates the resulting wave Mach number MCJ, the corresponding energy release qCJ, the 
sound speed in the initial reactants a1 and the ratio of specific heats of the product gases b. In 
a CJ detonation, the reactants at an initial pressure, temperature and density are transformed 
instantaneously to products at a final pressure, temperature and density. The CJ theory gives a 
remarkably accurate prediction of detonation velocities based only on the knowledge of the 
initial conditions, despite the actual complexity of a real detonation. 

5.1.1.4 Detonations limits 
Experiments show that there are definite limits beyond which a detonation cannot exist. These 
depend on the composition, temperature and pressure of the mixture, and also on the 
geometry and roughness of the vessel (see Table 5.1 for standard conditions). Approaching 
the detonation limits the detonation wave first begins to pulsate, then becomes “multi-head” 
and then changes its character completely: the detonation front starts to move along a helical 
path – this mode is called spinning detonation. 

 
Table 5.1 Detonation limits for H2-air and H2-O2 

Mixture Lower detonation limit, H2 % Upper detonation limit, H2 % Referencee 

H2 – air 18.3 59 Kuo, 2005 

H2 – air 12.5  Dorofeev, 2000 

H2 – O2 15 90 Kuo, 2005 

H2 – O2 15 63.5 Kogarko 1948 
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H2 – O2 13.6 70 Tieszen, 1986 

 

Over the range of detonable concentrations of a given fuel-oxidizer mixture, the wave 
structure is referred to as a multi-head wave front. This wave is characterized by relatively 
weak transverse waves in comparison to the axial component, which allows it to be 
considered roughly one-dimensional as in the Zeldovich (Zeldovich, 1940), Neumann 
(Neumann, 1942), Doring (Doring, 1943) (ZND) model. It has been observed that, in a given 
smooth circular tube, as the mixture composition becomes leaner or richer (i.e. closer to the 
detonation limits), the multi-head, self-sustained detonation becomes a single-head spinning 
detonation propagating at about the CJ velocity. The critical tube diameter dc for detonation 
propagation in an un-confined space outside the tube was discovered to be related to the 
characteristic transverse wave spacing (detonation cell size) λ, for a circular tube the critical 
diameter was found to be 13λ and for a planar tube dc was found to be 10λ.  

A schematic illustration of wave motion in a detonation cell is shown in Figure 5.1 (in Section 
5.1.1.1 “Detonation front structure”). In Figure 5.3 tube diameter is plotted against fuel 
concentration around the lean limit. In the region above the curve, known as the self-sustained 
detonation region, multi-head detonations propagate. 

Kogarko (Kogarko and Zeldovich, 1948) proposed that, at the onset of single-head spin in a 
smooth circular tube, the detonation cell width must be equal to the tube circumference. This 
limiting tube diameter is designated as d*. Later this criterion was confirmed by Lee (Lee, 
1985) and Dupre (Dupre, 1986). Figure 5.4 presents critical tube diameters for hydrogen and 
some hydrocarbon fuels and Figure 5.5 shows limiting tube diameters for the same fuels 
(including hydrogen). 

 

 
Figure 5.3 Effects of fuel concentration and tube diameter on the onset of single-head spin 

detonation (Kuo, 2005). 
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Figure 5.4 Correlation of critical tube diameter with the empirical law dc=13 λ (Kuo, 2005). 

 
Figure 5.5 Variation of the minimum limiting tube diameter d = λ/π for the stable propagation 

of detonation in tube (Kuo, 2005). 

5.1.1.5 Detonation cell size 
As shown in Figure 5.6 the diamond-shaped form of the detonation front structure 
demonstrates a typical track of triple points from intersecting shock waves. Such a track 
structure is called a detonation cell and can be easily obtained experimentally on sooted 
surfaces located in detonating gases. These cells form a cellular structure observed 
experimentally, and are characterized by their two lengths: longitudinal size, L and transverse 
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size, S. These two lengths vary depending on the type of burnable gases and on initial 
conditions, however the relation S ≈ 0.6L normally remains constant. 

 

 
Figure 5.6 Detonation cells in tests(Kuznetsov, 2002). 

In Figure 5.6 an example of detonation cells in a stoichiometric hydrogen-air mixture is 
shown. In the figure a soot track of irregular detonation cellular structures can be observed 
(Kuznetsov, 2000), (Kuznetsov, 2002). The average transverse cell size, S, obtained from the 
test shown in the figure was approximately equal to 1 cm. The detonation cell size remained 
largely constant for the given components for the same initial conditions and can be found to 
depend only on the mixture composition. Therefore cell size is often used as a measure of 
mixture reactivity. 

Detonation cell size reaches its minimum at the stoichiometry composition and grows for 
leaner and richer mixtures. In Figure 5.7 a dependence of the detonation cell size for different 
H2-air mixtures on initial H2 concentration and mixture temperature is shown (Ciccarelli, 
1994). 

 
Figure 5.7 Detonations cell sizes (Ciccarelli, 1994). 

5.1.2 Reflection (KIT) 
Reflections of shock waves lead to an increase in pressure and temperature. Thus they are 
important both from the point of view of pressure loads on structures and from the point of 
view of flame acceleration and DDT. 
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It should be emphasised that behind the detonation wave there is no fuel. Therefore after the 
reflection of the detonation wave there is only a shock wave without detonation. 
The simplest case of shock wave reflection is one-dimensional (1D) reflection, i.e. the  
reflection of a flat shock wave falling normal to a flat wall. This case is important as it can be 
completely analysed analytically. It should be noted that the amplitude of any oblique 
reflection is not greater than the amplitude of a normal reflection.  
As an example case let us consider an undisturbed gas with pressure P0 and specific volume 
V0. A shock wave with some velocity D1 moves towards a wall. Behind this shock wave there 
is a gas with pressure P1. The gas behind the shock wave has a velocity U (which is less than 
D1). Rankine-Hugoniot conditions provide a relationship between these parameters. In this 
case one parameter, namely pressure P1, can be used to determine all the required properties 
of the shock wave and the gas behind it. 
After reflection there will be gas with pressure P1 moving towards the wall with velocity U 
(these are the conditions as stated in the paragraph above behind the original shock wave). 
There will also be a reflected shock wave moving away from the wall with a given velocity, 
D2. Between that shockwave and the wall there will be gas with elevated pressure, P2 with 
velocity V2. A sketch of this reflection process is shown in Figure Figure 5.8. 

 
Figure 5.8 Sketch of shock wave reflection: velocities and gas properties before reflection 

(left) and after reflection (right). 

 
In the case of an ideal gas with constant heat capacity, Rankine-Hugoniot conditions can be 
reduced to the following relations: 
𝑉𝑉1
𝑉𝑉0

= (𝛾𝛾+1)𝑃𝑃0+(𝛾𝛾−1)𝑃𝑃1
(𝛾𝛾+1)𝑃𝑃1+(𝛾𝛾−1)𝑃𝑃0

, 
(5.6) 

𝑈𝑈2 = (𝑃𝑃1 + 𝑃𝑃0)(𝑉𝑉1 − 𝑉𝑉0). (5.7) 

The same relations also hold for the reflected shock wave: 
𝑉𝑉2
𝑉𝑉1

= (𝛾𝛾+1)𝑃𝑃1+(𝛾𝛾−1)𝑃𝑃2
(𝛾𝛾+1)𝑃𝑃2+(𝛾𝛾−1)𝑃𝑃1

, 
(5.8) 

𝑈𝑈2 = (𝑃𝑃1 + 𝑃𝑃2)(𝑉𝑉2 − 𝑉𝑉1). (5.9) 

To solve the problem we need to calculate V1, and then U. After that we will have a system of 
two equations to solve for P2 and V2. This system can be reduced to a quadratic equation. One 
solution corresponds to the incident shockwave and the other to the reflected wave. 
If we denote relative overpressure in the incident wave as 𝛼𝛼 = (𝑃𝑃1 − 𝑃𝑃0) 𝑃𝑃0⁄ , than we can 
express relative overpressure in the reflected wave in a completely dimensionless form, i.e.: 
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𝛽𝛽 = 𝑃𝑃2−𝑃𝑃1
𝑃𝑃0

= 𝛼𝛼2(𝛾𝛾+1)
2�2𝛾𝛾+𝛼𝛼(𝛾𝛾−1)�

�1 + �1 + 8𝛾𝛾(𝛼𝛼+1)(2𝛾𝛾+𝛼𝛼(𝛾𝛾−1))
(𝛾𝛾+1)2𝛼𝛼2

�. (5.10) 

 

 
Figure 5.9 Relative overpressure in reflected wave versus relative overpressure in incident 

wave for ideal 2-atomic gas. 

An example of dependency for a typical 2-atomic gas is presented on Figure 5.9.  
As highlighted through the presented formula and as displayed on Figure 5.9 for such weak 
waves, the reflected wave has almost the same amplitude as the original. However this 
reflected wave travels in gas that has been compressed by the original wave. Therefore the 
total overpressure in the weak reflected wave is twice that of the original wave.  
For strong waves the reflected wave is significantly stronger than the original wave. The 
limiting ratio of overpressure between the reflected and original wave can be written as: 

lim𝛼𝛼→∞
𝛽𝛽
𝛼𝛼

= 𝛾𝛾+1
2(𝛾𝛾−1)

�1 + �1 + 8𝛾𝛾(𝛾𝛾−1)
(𝛾𝛾+1)2 �, (5.11) 

For typical 2-atomic gases with 𝛾𝛾 = 1.4 this value is equal to 7. However in reality when 
considering such strong waves, heat capacity  cannot be considered as a constant and 
therefore the real values will be lower. 

5.1.3 Detonation curvature (KIT) 

5.1.3.1 General 
During the last decades numerous modeling studies e.g. Lee 2008, Sheperd 2009, Oran et al. 
1992 and Williams et al. 1999 showed that the detonation process in combustible gaseous 
mixtures can be successfully reproduced if the internal structure of the detonation wave is 
resolved. Good practice implies resolving the 3D structure of detonation cells, but not 
necessary the fine details of the internal structure of the shock or of the chemistry (Oran et al., 
1992, Williams et al., 1999). 
The thickness of detonations is typically small compared to the characteristic scales of the 
fluid flow. Thus, a simplified and widely accepted model for detonations can be built by 
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supposing that the fuel consumption zone shrinks to an infinitely thin surface of discontinuity 
separating the cold mixture from the hot products. 
For deflagrations, e.g. laminar premixed combustion, models considering flames as a gas-
dynamic discontinuity have existed since the pioneering works of Darrieus and Landau who 
derived the jump conditions across the flame. 
More recently, Matalon and Matkowsky (Matalon and Matowsky, 1982) considered arbitrary 
flame shapes for nearly equi-diffusional flames with thermal expansion in general flow fields. 
In their formulation, they also supposed high activation energy asymptotics and concluded 
that the leading terms of the jump conditions were exactly those of the Darrieus-Landau 
model and that a perturbative correction was required in the next order of approximation to 
take into account the deviation from the Darrieus-Landau conditions. 
In a further step, Klimenko and Class (Klimenko and Class, 2000) employed tensor calculus 
and orthonormal coordinates to simplify the derivation of the flame speed relation of Matalon 
and Matkowsky (Matalon and Matowsky, 1982). Their approach explicitly exploits the 
distinctiveness of length scales rather than high activation energy, i.e. large Peclet numbers, 
𝑃𝑃𝑃𝑃 (defined as the ratio of flow length scale to flame thickness). In a subsequent series of 
papers, their methodology was applied to multi-step chemistry (Klimenko and Class, 2002) 
and wider reaction zones (Klimenko and Class, 2002b). Finally, Class et al. (Class et al., 
2003) reconsidered the Rankine-Hugoniot jump conditions for the flow field and showed that 
the perturbative correction of the jump conditions depends on the perturbative correction of 
the location where these jump conditions are evaluated. Moreover, it was shown that there 
exists a unique location within the flame structure, where no extra inertia terms arise due to 
the continuity surface. This corresponds to a vanishing perturbative correction of surface 
mass. 
In a similar manner, Stewart and his co-workers utilized the limit of weak curvature and 
quasi-steadiness to derive asymptotically their Detonation Shock Dynamics Theory (DSD) 
(see the topical review Stewart, 1998) in order to analyze the initiation, propagation and 
failure of the detonation. Stewart and Bdzil in their early papers (Stewart and Bdzil, 1988 and 
Bdzil and Stewart, 1989) studied  the influence of curvature on the detonation and obtained a 
relationship between the normal propagation shock speed and the average curvature. 
Following the identification of this relationship, a correction to the planar propagation speed 
was implemented as a function of the curvature. 
These fundamental, but initial results, were augmented to also consider the Arrhenius 
chemical kinetics in a more detailed manner (Klein and Stewart, 1993), thereby extending the 
formulation to the classical limit of high activation energy. Using this new approach, the 
reaction zone can be divided into two layers. The shock of the detonation is followed by the 
main reaction layer where most of the material is burnt. After that, the flow passes through a 
critial sonic state in an adjacent transonic layer. The results obtained in each area can then be 
finally matched in order to obtain the desired intrinsic relation in the whole reactive domain. 
Yao and Stewart further expanded this theory. In their paper (Yao and Stewart, 1995) they 
utilized the limit of high activation energy to determine the shape of the velocity-curvature 
relation. They discovered that the relation was multi-valued and also that the turning point of 
this relation, what the authors termed the critical curvature, represents a limit after which 
extinction of the detonation may occur. 
In the next step in the formulation of this developing theory, the formulations which were 
obtained by considering quasi-steadiness were revised (Yao and D. Stewart, 1996) to account 
for unsteady corrections. This revision considered the first and second time derivatives of the 
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normal shock velocity, and the first time derivative of the curvature, in the relationship 
between the normal propagation shock speed and the average curvature. 
Within this context of the constant improvement in the accuracy and generality of results, the 
DSD theory received a very significant advance following the next development. It should be 
noted, that the DSD formulations already mentioned have yielded two basic relationships. The 
first of these was the equation that couples the normal propagation shock speed and the 
average curvature. The second is the so called master equation that couples the velocity of the 
particle and the conditions of the sonic and thermal locus. This master equation, as 
emphasised by its name, shows the enormous importance that the treatment of the sonic point 
has received from the DSD authors. A noteworthy point is that early DSD formulations 
required the superposition of the sonic and thermal locus. This was due to some regularity 
arguments inside the master equation. This condition imposed implicitly some limitations on 
the generality of the theory and its validity when is applied to unsteady detonations. Therefore 
it was consequently improved by Kasimov and Stewart in their two exceptionally interesting 
publications by Kasimov and Stewart (Kasimov and Stewart, 2005 and Stewart and Kasimov, 
2005).   
Firstly, the generalization of the sonic conditions for a detonation wave was undertaken 
utilizing the characteristic compatibility conditions of an exceptional surface (Stewart and 
Kasimov, 2005), see also von Mises (von Mises, 2004, Chapter 9). The results obtained (that 
have great generality), were applied for the case of a weakly curved, slowly varying, 
detonation (Kasimov and Stewart, 2005). An improved and generalised curvature to normal 
detonation shock speed equation was obtained as a result. Additionally, an enhanced 
understanding of the problematic nature of the failure of detonation was reached as an 
outcome of this investigation. 

5.1.3.2Analysis 

5.1.3.2.1 Governing equations 
 
We start our analysis considering the reactive Euler equations:  

∂𝑡𝑡𝜙𝜙� + ∇ ⋅ 𝐽𝐽(𝜙𝜙�) = 𝑄𝑄�(𝜙𝜙�), (5.12) 

where for continuity; momentum, energy and species are given by:  

𝜙𝜙� = �

𝜌𝜌�
𝜌𝜌�𝑣𝑣�
𝜌𝜌�𝑒̃𝑒
𝜌𝜌�𝑌𝑌�
� , 𝐽𝐽 �

𝜌𝜌�
𝜌𝜌�𝑣𝑣�
𝜌𝜌�𝑒̃𝑒
𝜌𝜌�𝑌𝑌�
� =

⎝

⎜
⎛

𝜌𝜌�𝑣𝑣�

𝜌𝜌�𝑣𝑣� ⊗ 𝑣𝑣� + 𝑝𝑝�𝐸𝐸

𝜌𝜌�𝑒̃𝑒𝑣𝑣� + 𝑝𝑝�𝐸𝐸 ⋅ 𝑣𝑣�
𝜌𝜌�𝑌𝑌�𝑣𝑣� ⎠

⎟
⎞

, 𝑄𝑄�

𝜌𝜌�
𝜌𝜌�𝑣𝑣�
𝜌𝜌�𝑒̃𝑒
𝜌𝜌�𝑌𝑌�
� = �

0
0
0
𝜌𝜌�𝑊𝑊�

�. (5.13) 

The system can be made dimensionless with the use of the reference variables 𝜌𝜌�𝑠𝑠, 𝑐̃𝑐𝑠𝑠, 𝑙𝑙𝑓𝑓 where 
the sub index 𝑠𝑠 represents the conditions at the Von Neumann peak and 𝑙𝑙𝑓𝑓 is the characteristic 
scale of the flow motion. The dependent variables can be written as: 
𝜌𝜌� = 𝜌𝜌𝜌𝜌�𝑠𝑠, 𝑣𝑣� = 𝑣𝑣𝑐̃𝑐𝑠𝑠, 𝑝𝑝� = 𝑝𝑝 ⋅ 𝜌𝜌�𝑠𝑠𝑐̃𝑐𝑠𝑠2/𝛾𝛾, 𝑒̃𝑒 = 𝑒𝑒𝑐̃𝑐𝑠𝑠2 and 𝑌𝑌� = 𝜆𝜆𝑌𝑌�𝑠𝑠  

while the independent variables become  𝑡̃𝑡 = 𝑡𝑡 ⋅ 𝑙𝑙𝑓𝑓/𝑐̃𝑐𝑠𝑠 , and  𝑥𝑥� = 𝑥𝑥𝑙𝑙𝑓𝑓 .  

The Arrhenius chemical consumption rate can be written using the variables 𝜃𝜃𝑎𝑎 = 𝐸𝐸�𝑎𝑎/(𝑅𝑅�𝑔𝑔𝑇𝑇�𝑠𝑠), 
and 𝑘𝑘 = (𝑘𝑘�𝑙𝑙𝑐𝑐)/𝑐̃𝑐𝑠𝑠) as:  
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𝑊𝑊 = 𝑘𝑘(1 − 𝑌𝑌)exp �− 𝜃𝜃𝑎𝑎𝜌𝜌
𝑝𝑝
�. (5.14) 

We assume a large ratio 𝑍𝑍 of the hydrodynamic typical length to the half detonation 
thickness  𝑍𝑍 = 𝑙𝑙𝑓𝑓/𝑙𝑙𝑐𝑐. A thin detonation structure corresponds to an intense source term 𝑄𝑄 
which is re-scaled accordingly to 𝑄𝑄 = 𝑍𝑍/𝑍𝑍 ⋅ 𝑄𝑄 = 𝑍𝑍𝑍𝑍′ yielding:  

∂𝑡𝑡𝜙𝜙 + ∇ ⋅ 𝐽𝐽(𝜙𝜙) = 𝑍𝑍𝑄𝑄′(𝜙𝜙). (5.15) 

It is convenient to transform the equations into a moving generalized curvilinear coordinate 
system. The coordinate system is attached to the discontinuity surface with its normal 
direction pointing towards the products. Its tangential direction moves with the local 
tangential flow. In this system, the flame is at rest with exactly no flow along the flame 
surface. The tensor calculus utilized in our analysis is described in detail in Aris (Aris, 1989). 
The coordinates are orthonormal with 𝑥𝑥1 direction perpendicular to the surface of the flame, 
so that 𝑥𝑥1 coordinate lines are normal to the surfaces, 𝑥𝑥1 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐. The contra-variant metric 
tensor is given by 𝑔𝑔𝑖𝑖𝑖𝑖 , due to orthogonality 𝑔𝑔1𝛼𝛼 = 0, and due to normalization 𝑔𝑔11 = 1.  
In the curvilinear coordinates, the system of differential equations can be written as:  

∂𝑡𝑡��𝑔𝑔𝜙𝜙� + ∂𝑥𝑥𝑗𝑗��𝑔𝑔𝐽𝐽
𝑗𝑗(𝜙𝜙)� = �𝑔𝑔𝑍𝑍𝑍𝑍′(𝜙𝜙), (5.16) 

with the flux vectors provided as  𝐽𝐽𝑗𝑗(𝜙𝜙) = (𝑣𝑣𝑗𝑗 − 𝑢𝑢𝑗𝑗)𝜙𝜙 with 𝑢𝑢𝑗𝑗 representing the speed of the 
moving coordinates relative to fixed Eulerian coordinates.  
The fluxes can be expressed according to Class (Class et al. 2003) as:  

𝐽𝐽𝑗𝑗 �

𝜌𝜌
𝜌𝜌𝑣𝑣𝑖𝑖𝑙𝑙𝑖𝑖
𝜌𝜌𝑒𝑒
𝜌𝜌𝜌𝜌

� =

⎝

⎜
⎛
𝑚𝑚𝑗𝑗

�𝑚𝑚𝑗𝑗𝑣𝑣𝑖𝑖 + 𝑝𝑝/𝛾𝛾 ⋅ 𝑔𝑔𝑖𝑖𝑖𝑖�𝑙𝑙𝑖𝑖
𝑚𝑚𝑗𝑗𝑒𝑒 + 𝑝𝑝/𝛾𝛾 ⋅ 𝑔𝑔𝑖𝑖𝑖𝑖 ⋅ 𝑚𝑚𝑖𝑖/𝜌𝜌
𝑚𝑚𝑗𝑗𝜆𝜆 ⎠

⎟
⎞

,, (5.17) 

with mass flux 𝑚𝑚𝑗𝑗 = (𝑣𝑣𝑗𝑗 − 𝑢𝑢𝑗𝑗)𝜌𝜌. Decomposing eq.(5.1.3.5) in the normal and tangential 
directions and introducing the stretched normal spatial variable  𝑋𝑋 = 𝑍𝑍𝑥𝑥1, Equation 5.1.3.5 
yields:  

𝑍𝑍−1�∂𝑡𝑡��𝑔𝑔𝜙𝜙� + ∂𝑥𝑥𝛼𝛼��𝑔𝑔𝐽𝐽𝛼𝛼(𝜙𝜙)�� + ∂𝑋𝑋��𝑔𝑔𝐽𝐽1(𝜙𝜙)� = �𝑔𝑔𝑄𝑄′(𝜙𝜙)., (5.18) 

5.1.3.2.2 Asymptotic derivation of the fluid equations and jump 
conditions 
Since 𝑍𝑍, i.e. the ratio between the length of the fluid flow and the consumption zone 
thickness, is assumed to be asymptotically large, the variables are expressed in terms of an 
asymptotic series expansion in powers of  1/𝑍𝑍 , i.e.: 
𝜙𝜙 ≈ ∑  𝑛𝑛=0 𝑍𝑍−𝑛𝑛𝜙𝜙(𝑛𝑛) ≈ 𝜙𝜙(0) + 𝑍𝑍−1𝜙𝜙(1) + 𝑂𝑂(𝑍𝑍−1).  

The volume element is Taylor expanded around the discontinuity 

�𝑔𝑔 = �𝑔𝑔(0)
+ �𝑔𝑔(1)

𝑍𝑍−1𝑋𝑋 + 𝑜𝑜(𝑋𝑋2).  

Additionally, we make use of the equalities 

�𝑔𝑔(1)
= −2𝐻𝐻 and 𝜒𝜒 = ∂𝑡𝑡(�𝑔𝑔(0)

)/�𝑔𝑔(0)
  

with mean curvature 𝐻𝐻 and stretch 𝜒𝜒.  
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Significantly, the expansion in terms of  𝑍𝑍, produces  𝐻𝐻 as one of its terms, therefore (5.1.3.7) 
becomes:  

𝑍𝑍−1 �(∂𝑡𝑡 + 𝜒𝜒)(𝜙𝜙(0) + 𝑍𝑍−1𝜙𝜙(1)) + (𝑔𝑔(0))−1/2 ∂𝑥𝑥𝛼𝛼 ��𝑔𝑔(0)
(𝐽𝐽(0)
𝛼𝛼 (𝜙𝜙) +

𝑍𝑍−1𝐽𝐽(1)
𝛼𝛼 )�� + ∂𝑋𝑋�(1− 𝑍𝑍−12𝐻𝐻𝐻𝐻)(𝐽𝐽(0)

1 (𝜙𝜙) + 𝑍𝑍−1𝐽𝐽(1)
1 )� =

(1 − 𝑍𝑍−12𝐻𝐻𝐻𝐻)(𝑄𝑄′(0)(𝜙𝜙) + 𝑍𝑍−1𝑄𝑄′(1)). 

(5.19) 

Collecting coefficients of like powers in 𝑍𝑍−𝑛𝑛, the zeroth,  𝑍𝑍0, and first order  𝑍𝑍−1 terms: 

∂𝑋𝑋�𝐽𝐽(0)
1 (𝜙𝜙)� = 𝑄𝑄′(0)(𝜙𝜙),, (5.20) 

(∂𝑡𝑡 + 𝜒𝜒)𝜙𝜙(0) + (𝑔𝑔(0))−
1
2 ∂𝑥𝑥𝛼𝛼 ��𝑔𝑔(0)

𝐽𝐽(0)
𝛼𝛼 (𝜙𝜙)� +

+∂𝑋𝑋�𝐽𝐽(1)
1 − 2𝐻𝐻𝐻𝐻𝐽𝐽(0)

1 (𝜙𝜙)� = 𝑄𝑄′(1)(𝜙𝜙) − 2𝐻𝐻𝐻𝐻𝑄𝑄′(0)(𝜙𝜙). 

(5.21) 

The leading order normal fluxes are:  

𝐽𝐽(0)
1 �

𝜌𝜌
𝜌𝜌𝑣𝑣𝑖𝑖𝑙𝑙𝑖𝑖
𝜌𝜌𝑒𝑒
𝜌𝜌𝜌𝜌

� =

⎝

⎜⎜
⎛

𝑚𝑚(0)
1

𝑚𝑚(0)
1 �𝑣𝑣(0)

1 𝑙𝑙1(0) + 𝑣𝑣(0)
𝛼𝛼 𝑙𝑙𝛼𝛼(0)� + 𝑝𝑝(0)/𝛾𝛾 ⋅ 𝑙𝑙1(0)

𝑚𝑚(0)
1 𝑒𝑒(0) + 𝑝𝑝(0)/𝛾𝛾 ⋅ 𝑔𝑔(0)

𝑖𝑖1 ⋅ 𝑚𝑚(0)
𝑖𝑖 /𝜌𝜌(0)

𝑚𝑚(0)
1 𝜆𝜆(0) ⎠

⎟⎟
⎞

., (5.22) 

The fluxes in the momentum equation can be decomposed into the terms emanating from the 
tangential and normal components. Using a parallel vector field 𝑙𝑙𝑖𝑖 normal to the flame at the 
point of consideration:  

𝐽𝐽(0)
1 (𝜌𝜌𝑣𝑣𝑖𝑖𝑙𝑙𝛼𝛼) = 𝑚𝑚(0)

1 𝑣𝑣(0)
𝛼𝛼 𝑙𝑙𝛼𝛼(0), 

(5.23) 

𝐽𝐽(0)
1 (𝜌𝜌𝑣𝑣𝑖𝑖𝑙𝑙1) = 𝑚𝑚(0)

1 𝑣𝑣(0)
1 𝑙𝑙1(0) + 𝑝𝑝(0)/𝛾𝛾 ⋅ 𝑙𝑙1(0). 

(5.24) 

Following this step the perturbative correction (first order) terms require some manipulation.  
The first order normal momentum flux is:  

𝐽𝐽(1)
1 (𝜌𝜌𝑣𝑣𝑖𝑖𝑙𝑙𝑖𝑖) = �𝑚𝑚(0)

1 𝑣𝑣(1)
𝑖𝑖 + 𝑚𝑚(1)

1 𝑣𝑣(0)
𝑖𝑖 + 𝑝𝑝(1)/𝛾𝛾 ⋅ 𝑔𝑔(0)

𝑖𝑖1 + 𝑝𝑝(0)/𝛾𝛾 ⋅ 𝑔𝑔(1)
𝑖𝑖1 �𝑙𝑙𝑖𝑖(0) +

+�𝑚𝑚(0)
1 𝑣𝑣(0)

𝑖𝑖 + 𝑝𝑝(0)/𝛾𝛾 ⋅ 𝑔𝑔(0)
𝑖𝑖1 �𝑙𝑙𝑖𝑖(1), 

(5.25) 

with  𝑔𝑔11 = 1,    𝑔𝑔(0)
11 = 1,    ⇒ 𝑔𝑔(𝑖𝑖)

11 = 0    ∀𝑖𝑖 ≠ 0 and �𝑚𝑚(0)
1 𝑣𝑣(0)

𝑖𝑖 + 𝑝𝑝(0)𝑔𝑔(0)
𝑖𝑖1 � = 0 yielding:  

𝐽𝐽(1)
1 (𝜌𝜌𝑣𝑣𝑖𝑖𝑙𝑙𝑖𝑖) = �𝑚𝑚(0)

1 𝑣𝑣(1)
𝑖𝑖 + 𝑚𝑚(1)

1 𝑣𝑣(0)
𝑖𝑖 + 𝑝𝑝(1)/𝛾𝛾 ⋅ 𝑔𝑔(0)

𝑖𝑖1 �𝑙𝑙𝑖𝑖(0). (5.26) 

𝐽𝐽(1)
1 (𝜌𝜌𝑒𝑒) simplifies substantially due to 𝑔𝑔𝑖𝑖1 = 0, ∀  𝑖𝑖 ≠ 1.  

Subsequently, the first order fluxes can be written as:  

𝐽𝐽(1)
1 �

𝜌𝜌
𝜌𝜌𝑣𝑣𝑖𝑖𝑙𝑙𝑖𝑖
𝜌𝜌𝑒𝑒
𝜌𝜌𝜌𝜌

� = (5.27) 
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⎝

⎜⎜
⎛
𝑚𝑚(1)
1

�𝑚𝑚(0)
1 𝑣𝑣(1)

𝑖𝑖 + 𝑚𝑚(1)
1 𝑣𝑣(0)

𝑖𝑖 + 𝑝𝑝(1)/𝛾𝛾 ⋅ 𝑔𝑔(0)
𝑖𝑖1 �𝑙𝑙𝑖𝑖(0)

𝑚𝑚(1)
1 𝑒𝑒(0) + 𝑚𝑚(0)

1 𝑒𝑒(1) + 𝑝𝑝(1)/𝛾𝛾 ⋅ (𝑚𝑚(0)
𝑖𝑖 /𝜌𝜌(0)) + 𝑝𝑝(0)/𝛾𝛾 ⋅ �𝑚𝑚𝑖𝑖/𝜌𝜌�

(1)

𝑚𝑚(1)
1 𝜆𝜆(0) + 𝑚𝑚(0)

1 𝜆𝜆(1) ⎠

⎟⎟
⎞

, 

The asymptotic expansion should also be performed for the source term 𝑄𝑄 ≈ 𝑄𝑄(0) + 𝑄𝑄(1)𝑍𝑍−1 . 
This calculation involves the asymptotic expansion of the variables inside and outside the 
exponential function plus a Taylor expansion of the latter.  
Finally, the first and second order terms can be written as: 

𝑄𝑄(0) = 𝜌𝜌(0)𝑘𝑘(1 − 𝜆𝜆(0))𝑒𝑒�−𝜃𝜃𝑎𝑎/�𝑝𝑝(0)Υ(0)��, (5.28) 

𝑄𝑄(1) = �𝜌𝜌(1)𝑘𝑘(1 − 𝜆𝜆(0)) − 𝜌𝜌(0)𝑘𝑘𝜆𝜆(1)�𝑒𝑒
�−𝜃𝜃𝑎𝑎/�𝑝𝑝(0)Υ(0)�� + �𝜌𝜌(0)𝑘𝑘(1 −

𝜆𝜆(0))�Υ(1)/Υ(0) + 𝑝𝑝(1)/𝑝𝑝(0)�𝜃𝜃𝑎𝑎/�𝑝𝑝(0)Υ(0)��𝑒𝑒
�−𝜃𝜃𝑎𝑎/�𝑝𝑝(0)Υ(0)��. 

(5.29) 

5.1.3.2.3 Planar detonation 
Equation (5.20) combined with Equation (5.22) constitutes an equation system for planar 
detonations. This system is equal to the known equations utilized to derive the classical 
results of the ZND theory of detonation see publications from Fickett (Fickett, 1989), Lee 
(Lee, 2008) and Lee and Stewart (Lee and Stewart, 1990). The ZND theory provides an 
analytic expression for the pressure, velocity and specific volume profiles (Lee and Stewart, 
1990) as a function of the reaction progress variable 𝜆𝜆:  

𝑝𝑝 = 𝑎𝑎 + (1 − 𝑎𝑎)(1− 𝑏𝑏𝛽𝛽𝛽𝛽)
1
2, 𝑣𝑣 = (1 − 𝑝𝑝)(𝛾𝛾𝑀𝑀𝑆𝑆)−1 + 𝑀𝑀𝑠𝑠 , Υ = 𝑣𝑣/𝑀𝑀𝑠𝑠. (5.30) 

The auxiliary variables appearing in Equation 5.1.3.19 are,   𝑀𝑀𝑠𝑠 = (𝛾𝛾−1)𝐷𝐷2+2
2𝛾𝛾𝐷𝐷2−(𝛾𝛾−1)

,   where 𝐷𝐷 = 𝐷𝐷�

𝑐𝑐𝑠̃𝑠
 

and  𝛽𝛽 = 𝑄𝑄�𝛾𝛾/𝑐̃𝑐𝑠𝑠2. 
Additionally: 

𝑎𝑎 = 𝛾𝛾𝐷𝐷2+1
2𝛾𝛾𝐷𝐷2−(𝛾𝛾−1)

, 𝑏𝑏 = 𝑀𝑀𝑠𝑠
22𝛾𝛾(𝛾𝛾−1)

(1−𝑎𝑎2)(𝛾𝛾+1)
. (5.31) 

Equations (5.30) allow the half reaction zone length to be expressed as:  

𝑙𝑙𝑐𝑐 = 𝑐̃𝑐𝑠𝑠𝑘𝑘−1 ∫  
1
2
0 𝑣𝑣(𝜆𝜆)(1− 𝜆𝜆)−1𝑒𝑒𝜃𝜃𝑎𝑎/(𝑝𝑝(𝜆𝜆)Υ(𝜆𝜆))𝑑𝑑𝜆𝜆. (5.32) 

Finally, it is interesting to note that the whole system can be converted to the spatial 
formulation using the following change of variables:  

𝑋𝑋/𝑍𝑍 = 𝑥𝑥 = ∫  𝜆𝜆0 𝑣𝑣(𝜁𝜁)/𝑊𝑊(𝜁𝜁)𝑑𝑑𝜁𝜁, (5.33) 

𝑑𝑑𝑑𝑑/𝑑𝑑𝜆𝜆 = 𝑣𝑣(𝜆𝜆)/𝑊𝑊(𝜒𝜒). (5.34) 

5.1.3.2.4 Modelling 
As previously mentioned a detonation can be considered as a small-thickness layer separating 
the fresh mixtures of the burned products. To model this phenomenon the following three 
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dimensional hydrodynamic model can be proposed. Within this model the internal structure of 
the detonation, as well as the chemical reaction, is substituted by modified jump conditions. 
Conceptually, this construction asymptotically extends the simplest planar stationary theory to 
a three-dimensional non-stationary flow. The derivation of this model can be summarised as 
follows: 
In this derivation we consider two models for detonation simultaneously, the hydrodynamic 
and the reactive model. Away from the consumption area, these models are identical. The 
jump conditions of the hydrodynamic model, particularly the position and the amplitude of the 
discontinuity, are going to be determined from the internal structure of the detonation 
(reactive model).  
Therefore, two sets of equations must be considered, each corresponding to one of the 
models. Capital letters are used to designate the reactive model while lower-case letters are 
used for the hydrodynamic model.  
The system of Equations (5.27) and Equation (5.28) may be the re-written as:  
 

∂𝑋𝑋 �𝐽𝐽(0)
1 �𝜙𝜙Φ�� = �

0
𝑄𝑄′(0)(Φ)�, (5.35) 

∂𝑋𝑋 �𝐽𝐽(1)
1 �𝜙𝜙Φ�� = �

0
𝑄𝑄′(1)(Φ) − 2𝐻𝐻𝐻𝐻𝑄𝑄′(0)(Φ)� + 2𝐻𝐻𝐽𝐽(0)

1 �𝜙𝜙Φ� −

(∂𝑡𝑡 + 𝜒𝜒) �
𝜙𝜙(0)
Φ(0)

� − (𝑔𝑔0)−1/2 ∂𝑥𝑥𝛼𝛼 ��𝑔𝑔(0)
𝐽𝐽(0)
𝛼𝛼 �

𝜙𝜙(0)
Φ(0)

��. 
(5.36) 

In the detonation profile, as provided in Figure 5.10, both models coincide in the initial, 
rarefaction and final states. The models exclusively differ in a thin zone surrounding the 
shock, i.e. between the hydrodynamic discontinuity and the Chapman-Jouguet point, as shown 
in Figure 5.11. In the area of appreciable chemical reaction the hydrodynamic model is an 
extrapolation of the rarefaction wave. For simplicity, we set the origin of coordinates in the 
discontinuity of the hydrodynamic model. Therefore Equation 5.1.3.24 and Equation 5.1.3.25 
differ with respect to jump position, jump conditions and reaction source term. 

 

 
Figure 5.10 Profiles of hydrodynamic (solid) and reactive (dashed) detonation models: global 

view. Profile obtained with ZND theory coupled with rarefaction wave, for a gas of 
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characteristics 𝑝𝑝0 = 100 𝑘𝑘𝑘𝑘𝑘𝑘, 𝜌𝜌0 = 1 𝑘𝑘𝑘𝑘
𝑚𝑚3, 𝑄𝑄 = 0.1 𝑀𝑀𝑀𝑀, 𝛾𝛾 = 1.4, 𝑘𝑘 = 1 105𝑠𝑠−1 and  𝐸𝐸/𝑅𝑅𝑔𝑔 =

10000 𝐾𝐾. 0 = normal status, VN = von Neumann peak, CJ = Chapman-Jouget point. 

 
Figure 5.11 Profiles of hydrodynamic (solid) and reactive (dashed) detonation models: 

detailed area. Profiles obtained with the same conditions as in Figure 5.10. 

Subtracting Equation (5.35) from Equation (5.36) and rearranging leads to:  

∂𝑋𝑋(𝐽𝐽(0)
1 (Φ) − 𝐽𝐽(0)

1 (𝜙𝜙)) = 𝑄𝑄′(0), (5.37) 

∂𝑋𝑋(𝐽𝐽(1)
1 (Φ) − 𝐽𝐽(1)

1 (𝜙𝜙)) = 𝑄𝑄′(1) − 2𝐻𝐻𝐻𝐻𝑄𝑄′(0)(𝜙𝜙) + ∂𝑋𝑋 �2𝐻𝐻𝐻𝐻�𝐽𝐽(0)
1 (Φ) −

𝐽𝐽(0)
1 (𝜙𝜙)�� − (∂𝑡𝑡 + 𝜒𝜒)(Φ(0) − 𝜙𝜙(0)) − (𝑔𝑔0)−1/2 ∂𝑥𝑥𝛼𝛼 ��𝑔𝑔(0)

�𝐽𝐽(0)
𝛼𝛼 (Φ) −

𝐽𝐽(0)
𝛼𝛼 (𝜙𝜙)��. 

(5.38) 

Equation (5.37) and Equation (5.38) can be piecewise integrated from −∞ to ∞.  
Taking into account the discontinuities and applying the Fundamental Calculus Theorem:  

�𝐽𝐽(0)
1 (Φ)�

𝑉𝑉𝑉𝑉
+ �𝐽𝐽(0)

1 (𝜙𝜙)�
𝐶𝐶𝐶𝐶

= ∫  −∞
−∞ 𝑄𝑄(0)(Φ), (5.39) 

�𝐽𝐽(1)
1 (Φ)�

𝑉𝑉𝑉𝑉
+ �𝐽𝐽(1)

1 (𝜙𝜙)�
𝐶𝐶𝐶𝐶

= ∫  −∞
−∞ �𝑄𝑄(1)(Φ) − 2𝐻𝐻𝐻𝐻𝑄𝑄(0)(Φ)�𝑑𝑑𝑑𝑑 +

+∂𝑋𝑋�∫  −∞
−∞ 2𝐻𝐻𝐻𝐻�𝐽𝐽(0)

1 (Φ) − 𝐽𝐽(0)
1 (𝜙𝜙)�𝑑𝑑𝑑𝑑� − (∂𝑡𝑡 + 𝜒𝜒)∫  −∞

−∞ �Φ(0) −

𝜙𝜙(0)�𝑑𝑑𝑑𝑑 − −∫  −∞
−∞ (𝑔𝑔0)−1/2 ∂𝑥𝑥𝛼𝛼 ��𝑔𝑔(0)

�𝐽𝐽(0)
𝛼𝛼 (Φ) − 𝐽𝐽(0)

𝛼𝛼 (𝜙𝜙)�� 𝑑𝑑𝑑𝑑. 

(5.40) 

We have designated with the index VN the reactive discontinuity and with the index CJ the 
hydrodynamic discontinuity, by analogy of its conditions with the CJ point. The discontinuity 
in the reactive model is a shock. Therefore, it is infinitely thin and the conditions applied for 
the shock discontinuity (see Landau and Lifshitz, 1987) should also govern the curved case. 
Furthermore, the composition does not change across the discontinuity since the reaction 
starts at the high pressure side of the shock.  
Therefore: 

�[𝐽𝐽1(Φ)]𝑉𝑉𝑉𝑉 = 0, �𝐽𝐽(0)
1 (Φ)�

𝑉𝑉𝑉𝑉
= 0� ⇒ �𝐽𝐽(1)

1 (Φ)�
𝑉𝑉𝑉𝑉

= 0. (5.41) 
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Substituting the condition  𝐽𝐽(0)
1 (Φ) = 𝐽𝐽(0)

1 (𝜙𝜙) for 𝑋𝑋 → −∞ into Equation (5.39) we obtain for 
the vector  𝜃𝜃 = (𝜌𝜌,𝜌𝜌𝑣𝑣𝑖𝑖𝑙𝑙𝑖𝑖,𝜌𝜌𝑒𝑒), leading to:  

�𝐽𝐽(0)
1 (𝜃𝜃)�

𝐶𝐶𝐶𝐶
= 0,    𝐽𝐽(0)

1 (Θ) = 𝐽𝐽(0)
1 (𝜃𝜃). (5.42) 

This has several implications. The mass flux satisfies  𝑀𝑀(0)
𝑗𝑗 − 𝑚𝑚(0)

𝑗𝑗 = 0.  

In the moving curvilinear coordinates  𝑀𝑀(0)
𝛼𝛼 = 𝑚𝑚(0)

𝛼𝛼 = 0. 

Furthermore, the tangential component of momentum is continuous across the shock. 
Therefore: 𝐽𝐽(0)

𝛼𝛼 (𝑅𝑅𝑉𝑉𝑖𝑖𝑙𝑙𝑖𝑖) = 𝑃𝑃(0)/𝛾𝛾 ⋅ 𝑔𝑔(0)
𝑖𝑖𝛼𝛼 𝑙𝑙𝑖𝑖(0) and thus, defining Π = (𝑃𝑃(0) − 𝑝𝑝(0))/𝛾𝛾 we obtain: 

𝐽𝐽(0)
𝛼𝛼 (𝑅𝑅𝑉𝑉𝑖𝑖𝑙𝑙𝑖𝑖) − 𝐽𝐽(0)

𝛼𝛼 (𝜌𝜌𝑣𝑣𝑖𝑖𝑙𝑙𝑖𝑖) = Π𝑔𝑔(0)
𝑖𝑖𝛼𝛼 𝑙𝑙𝑖𝑖(0).  

Finally, the normal component of the momentum flux, 𝐽𝐽(0)
1 �𝑅𝑅𝑉𝑉𝑖𝑖𝑙𝑙𝑖𝑖�𝑙𝑙1, is identical in both the 

reactive and CJ hydrodynamic models.  

Therefore: Π = 𝑀𝑀(0)
1 𝑉𝑉(0)

1 − 𝑚𝑚(0)
1 𝑣𝑣(0)

1 . 

Equation (5.40) can be simplified applying the previous considerations.  
For continuity of momentum and energy the first two terms in the RHS of Equation (5.40) 
vanish. Moreover, the last term of the RHS cancels for continuity due to vanishing transverse 
momentum. Therefore for the continuity Equation (5.40) reduces to:  

�𝑚𝑚(1)
1 �

𝐶𝐶𝐶𝐶
= −(∂𝑡𝑡 + 𝜒𝜒)∫  ∞

−∞ (𝑅𝑅(0)
1 − 𝜌𝜌(0)

1 )𝑑𝑑𝑑𝑑. (5.43) 

The simplifications in the momentum equation are as follows:  

��𝑚𝑚(0)
1 𝑣𝑣(1)

𝑖𝑖 + 𝑚𝑚(1)
1 𝑣𝑣(0)

𝑖𝑖 + 𝑔𝑔(0)
𝑖𝑖1 𝑝𝑝(1)𝛾𝛾−1�𝑙𝑙𝑖𝑖(0)�𝐶𝐶𝐶𝐶

=

−∫  ∞
−∞𝑔𝑔0

−12 ∂𝑥𝑥𝛼𝛼(𝑔𝑔(0)

1
2 Π𝑔𝑔(0)

𝑖𝑖𝛼𝛼 𝑙𝑙𝑖𝑖(0))𝑑𝑑𝑑𝑑 − ∫  ∞
−∞ (∂𝑡𝑡 + 𝜒𝜒)(𝑅𝑅(0)𝑉𝑉(0)

𝑖𝑖 −
𝜌𝜌(0)𝑣𝑣(0)

𝑖𝑖 )𝑙𝑙𝑖𝑖(0)𝑑𝑑𝑑𝑑, 

(5.44) 

Referring to the energy equation the simplifications are:  

�𝑚𝑚(1)
1 𝑒𝑒(0) + 𝑚𝑚(0)

1 𝑒𝑒(1) + 𝑝𝑝(1)/𝛾𝛾 ⋅ 𝑔𝑔(0)
𝑖𝑖1 ⋅ 𝑚𝑚(0)

𝑖𝑖 /𝜌𝜌(0) + 𝑝𝑝(0)/𝛾𝛾 ⋅ 𝑔𝑔(0)
𝑖𝑖1 �𝑚𝑚𝑖𝑖/

𝜌𝜌�
(1)
�
𝐶𝐶𝐶𝐶

= −∫  ∞
−∞ (∂𝑡𝑡 + 𝜒𝜒)�𝑅𝑅(0)𝐸𝐸(0) − 𝜌𝜌(0)𝑒𝑒(0)�𝑑𝑑𝑑𝑑. 

(5.45) 

Finally for the species equation similar simplifications yield:  

 �𝑚𝑚(1)
1 𝜆𝜆(0) + 𝑚𝑚(0)

1 𝜆𝜆(1)�𝐶𝐶𝐶𝐶 = ∫  +∞
−∞ �𝑄𝑄(1)(𝑅𝑅𝑅𝑅) − 2𝐻𝐻𝐻𝐻𝑄𝑄(0)(𝑅𝑅𝑅𝑅)�𝑑𝑑𝑑𝑑 −

 ∫  +∞
−∞ (∂𝑡𝑡 + 𝜒𝜒)�𝑅𝑅(0)𝐿𝐿(0) − 𝜌𝜌(0)𝜆𝜆(0)�𝑑𝑑𝑑𝑑. 

(5.46) 

We may define  𝐼𝐼𝑅𝑅 = ∫  ∞
−∞�𝑅𝑅(0) − 𝜌𝜌(0)�𝑑𝑑𝑑𝑑, 𝐼𝐼𝜎𝜎 = ∫  ∞

−∞Π𝑑𝑑𝑑𝑑 and  𝐼𝐼Σ = ∫  ∞
−∞ (𝑅𝑅(0)𝐸𝐸(0) −

𝜌𝜌(0)𝑒𝑒(0))𝑑𝑑𝑑𝑑. Also using the following equations:  𝑅𝑅(0)𝑉𝑉(0)
𝑖𝑖 − 𝜌𝜌(0)𝑣𝑣(0)

𝑖𝑖 = 𝑢𝑢(0)
𝑖𝑖 (𝑅𝑅(0) − 𝜌𝜌(0)) and 

 (𝑔𝑔0)−1/2 ⋅ ∂𝑥𝑥𝛼𝛼(�𝑔𝑔(0)
𝑔𝑔(0)
𝑖𝑖𝛼𝛼 𝑙𝑙𝑖𝑖(0)) = −2𝐻𝐻𝑙𝑙1 + (𝑔𝑔0)−1/2 ∂𝑥𝑥𝛼𝛼(�𝑔𝑔(0)

𝑔𝑔(0)
𝛽𝛽𝛽𝛽𝑙𝑙𝛽𝛽(0)), we can manipulate 

Equations (5.43), Equation (5.44) and Equation (5.45) to obtain:  

�𝑚𝑚(1)
1 �

𝐶𝐶𝐶𝐶
= −(∂𝑡𝑡 + 𝜒𝜒)𝐼𝐼𝑅𝑅, (5.47) 
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��𝑚𝑚(0)
1 𝑣𝑣(1)

𝑖𝑖 + 𝑚𝑚(1)
1 𝑣𝑣(0)

𝑖𝑖 + 𝑝𝑝(1)/𝛾𝛾 ⋅ 𝑔𝑔(0)
𝑖𝑖1 �𝑙𝑙𝑖𝑖(0)�𝐶𝐶𝐶𝐶

= −(∂𝑡𝑡 + 𝜒𝜒)𝑢𝑢(0)
𝑖𝑖 𝑙𝑙𝑖𝑖(0)𝐼𝐼𝑅𝑅 −

�2𝐻𝐻𝑙𝑙1 + 𝑔𝑔𝛼𝛼𝛼𝛼𝑙𝑙𝛽𝛽 ∂𝑥𝑥𝛼𝛼�𝐼𝐼𝜎𝜎, 
(5.48) 

�𝑚𝑚(1)
1 𝑒𝑒(0) + 𝑚𝑚(0)

1 𝑒𝑒(1) + 𝑝𝑝(1)/𝛾𝛾 ⋅ 𝑔𝑔(0)
𝑖𝑖1 ⋅ 𝑚𝑚(0)

𝑖𝑖 /𝜌𝜌(0) + 𝑝𝑝(0)/𝛾𝛾 ⋅ 𝑔𝑔(0)
𝑖𝑖1 �𝑚𝑚𝑖𝑖/

𝜌𝜌�
(1)
�
𝐶𝐶𝐶𝐶

= −(∂𝑡𝑡 + 𝜒𝜒)𝐼𝐼Σ. 
(5.49) 

The subsequent result can then be obtained following the combination of the leading order 
jump conditions with the perturbative corrections, and also decomposing the jump condition 
for the momentum in the normal and tangential components:  

⎣
⎢
⎢
⎡𝑚𝑚

1

𝑚𝑚1𝑣𝑣1 + 𝑝𝑝/𝛾𝛾
𝑚𝑚1𝑣𝑣𝛽𝛽
𝑚𝑚1𝑒𝑒 + 𝑚𝑚1𝑝𝑝/𝜌𝜌𝜌𝜌⎦

⎥
⎥
⎤

𝐶𝐶𝐶𝐶

= −

⎝

⎜⎜
⎛

(∂𝑡𝑡 + 𝜒𝜒)

⎝

⎜
⎛
𝐼𝐼𝑅𝑅
𝑢𝑢(0)
1 𝐼𝐼𝑅𝑅
𝑢𝑢(0)
𝛽𝛽 𝐼𝐼𝑅𝑅
𝐼𝐼Σ ⎠

⎟
⎞

+ �

0
2𝐻𝐻𝐼𝐼𝜎𝜎
𝑔𝑔𝛼𝛼𝛼𝛼 ∂𝑥𝑥𝛼𝛼𝐼𝐼𝜎𝜎
0

�

⎠

⎟⎟
⎞
𝑍𝑍−1 + 𝑜𝑜(𝑍𝑍−1). (5.50) 

The first row of the Equation (5.50) shows that the normal mass flux 𝑚𝑚1 experiences 𝑂𝑂(𝑍𝑍−1) 
variations in the detonation structure. This represents the excess of mass in the hydrodynamic 
model compared to the reactive model. Following the methodology described by Class et al., 
(Class et al., 2003) we can define, without loss of generality, the position of the artificial 
discontinuity in the hydrodynamic model, requiring identical normal mass flux in the fresh 
and burned mixtures. A continuous mass flux across the discontinuity surface can be 
obtained.  
The condition [𝑚𝑚1]𝐶𝐶𝐶𝐶 = 0 requires 𝐼𝐼𝑅𝑅 = 0 where:  

𝐼𝐼𝑅𝑅 = ∫  0
−∞ (𝑅𝑅(0) − 𝜌𝜌(0))𝑑𝑑𝑑𝑑 + ∫  𝑥𝑥𝑉𝑉𝑉𝑉

0 (𝑅𝑅(0) − 𝜌𝜌(0))𝑑𝑑𝑑𝑑 + ∫  𝑥𝑥𝐶𝐶𝐶𝐶
𝑥𝑥𝑉𝑉𝑉𝑉

(𝑅𝑅(0) −
𝜌𝜌(0))𝑑𝑑𝑑𝑑 + ∫  ∞

𝑥𝑥𝐶𝐶𝐶𝐶
(𝑅𝑅(0) − 𝜌𝜌(0))𝑑𝑑𝑑𝑑. 

(5.51) 

The areas under the curves in Figure 5.10 and Figure 5.11 delimited by the hydrodynamic 
discontinuity and the Chapman-Jouguet point cancel. Therefore, the first and last term of the 
RHS of Eq. (5.51) cancel. The difference of slopes, see Figure 5.11, between rarefaction and 
consumption curves is asymptotically large. In stretched coordinates, the slope of the 
hydrodynamic model is zero at leading approximation order and does not affect the integral 𝐼𝐼𝑅𝑅 
in the consumption area.  
After some manipulation we obtain:  

𝐼𝐼𝑅𝑅 ≈ ∫  𝑥𝑥𝐶𝐶𝐶𝐶
𝑥𝑥𝑉𝑉𝑉𝑉

(𝑅𝑅(0) − 𝜌𝜌𝐶𝐶𝐶𝐶)𝑑𝑑𝑑𝑑 − (𝜌𝜌𝐶𝐶𝐶𝐶 − 𝜌𝜌0)𝑋𝑋𝑉𝑉𝑉𝑉, (5.52) 

as can be graphically confirmed in Figure 5.10 and Figure 5.11. 
The position of the detonation shock relative to the artificial discontinuity is provided by:  

𝑋𝑋𝑉𝑉𝑉𝑉 ≈ �𝜌𝜌𝐶𝐶𝐶𝐶 − 𝜌𝜌0�
−1
∫  𝑋𝑋𝐶𝐶𝐶𝐶
𝑋𝑋𝑉𝑉𝑉𝑉

�𝑅𝑅(0) − 𝜌𝜌𝐶𝐶𝐶𝐶�𝑑𝑑𝑑𝑑. (5.53) 

By similar considerations we find:  

𝐼𝐼𝜎𝜎 = 𝛾𝛾−1 ∫  𝑋𝑋𝐶𝐶𝐶𝐶
𝑋𝑋𝑉𝑉𝑉𝑉

�𝑃𝑃(0) − 𝑝𝑝(0)�𝑑𝑑𝑑𝑑 ≈ 𝛾𝛾−1�𝐼𝐼1 − �𝑝𝑝𝐶𝐶𝐶𝐶 − 𝑝𝑝0�𝑋𝑋𝑉𝑉𝑉𝑉�, (5.54) 
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where 𝐼𝐼1 = ∫  𝑋𝑋𝐶𝐶𝐶𝐶
𝑋𝑋𝑉𝑉𝑉𝑉

�𝑃𝑃(0) − 𝑝𝑝𝐶𝐶𝐶𝐶�𝑑𝑑𝑑𝑑.  

The terms inside the integral 𝐼𝐼1 may be reformulated by changing the leading to the recovery 
of the more convenient formulation,  

𝐼𝐼1 = 𝑍𝑍 ∫  10 �𝑃𝑃(𝜆𝜆) − 𝑝𝑝𝐶𝐶𝐶𝐶�𝑢𝑢(𝜆𝜆) ⋅ (𝑟𝑟(𝜆𝜆))−1𝑑𝑑𝜆𝜆 = 𝑍𝑍𝐼𝐼1′.  

Similarly Equation 5.1.3.42 can also be re-expressed yielding:  

𝑥𝑥𝑉𝑉𝑉𝑉 ≈
∫  10 (𝑅𝑅(0)

1 (𝜆𝜆)−𝜌𝜌𝐶𝐶𝐶𝐶)𝑢𝑢(𝜆𝜆)(𝑟𝑟(𝜆𝜆))−1𝑑𝑑𝜆𝜆

𝜌𝜌𝐶𝐶𝐶𝐶−𝜌𝜌0
= 𝐼𝐼𝜌𝜌

𝜌𝜌𝐶𝐶𝐶𝐶−𝜌𝜌0
. (5.55) 

Finally, 𝐼𝐼𝜎𝜎 can be reformulated as:  

𝐼𝐼𝜎𝜎 = 𝛾𝛾−1(𝐼𝐼1′ − (𝑝𝑝𝐶𝐶𝐶𝐶 − 𝑝𝑝0)(𝜌𝜌𝐶𝐶𝐶𝐶 − 𝜌𝜌0)−1𝐼𝐼𝜌𝜌)𝑍𝑍, (5.56) 

and 𝐼𝐼Σ can be rescaled 𝐼𝐼Σ = 𝐼𝐼′Σ𝑍𝑍.  
Equation (5.50) can thereby be rewritten as:  

⎣
⎢
⎢
⎡𝑚𝑚

1

𝑚𝑚1𝑣𝑣1 + 𝑝𝑝/𝛾𝛾
𝑚𝑚1𝑣𝑣𝛽𝛽
𝑚𝑚1𝑒𝑒 + 𝑚𝑚1𝑝𝑝/𝜌𝜌𝜌𝜌⎦

⎥
⎥
⎤

𝐶𝐶𝐶𝐶

= −(∂𝑡𝑡 + 𝜒𝜒)�

0
0
0
𝐼𝐼′Σ

� − �

0
2𝐻𝐻𝛾𝛾−1

𝑔𝑔𝛼𝛼𝛼𝛼𝛾𝛾−1 ∂𝑥𝑥𝛼𝛼
0

��𝐼𝐼1′ −
𝑝𝑝𝐶𝐶𝐶𝐶−𝑝𝑝0
𝜌𝜌𝐶𝐶𝐶𝐶−𝜌𝜌0

𝐼𝐼𝜌𝜌� +

+𝑜𝑜(𝑍𝑍−1). 

(5.57) 

The integrals 𝐼𝐼1 and 𝐼𝐼𝜌𝜌 can easily be understood using Figure 5.11. Both integrals represent 
areas contained between the detonation curve and the horizontal CJ conditions. As 𝐼𝐼1 and 𝐼𝐼𝜌𝜌 
depend on the chemistry model, this approach allows for the numerical evaluation of even 
complex chemistry. In the present work described here, the explicit expressions (referring to 
Equations (5.40) were selected in the analysis. Obviously, chemical conversion will not fully 
complete in a layer of finite thickness. This does not however contradict our assumption of a 
consumption layer of small finite thickness, since the chemical conversion becomes 
exponentially small for  𝜆𝜆 → 1. Accordingly the integrals 𝐼𝐼1 and 𝐼𝐼𝜌𝜌 converge for  𝜆𝜆 → 1.  

Note that, analogous to the work undertaken by Class (i.e. references Class et al., 2003 and 
Class, 2003) the stretch 𝜒𝜒 can be calculated as  

𝜒𝜒 = |∇𝜌𝜌|−1∇ ⋅ �|∇𝜌𝜌|𝑢𝑢�⃗ (0)��𝑋𝑋=0+ . (5.58) 

Here the stretch experiences a jump at the hydrodynamic discontinuity surface. Thus, the 
evaluation is taken on the high pressure side of the interface, a fact that is emphasized by the 
+ symbol in Equation (5.58). 

5.1.3.2.5  Final jump conditions  
A clearer understanding of the jump conditions may be obtained by re-writing Equation 
5.1.3.46 in dimensional form. To achieve this 𝐼𝐼′1 and  𝐼𝐼𝜌𝜌 were transformed, including the 
reference values  𝑙𝑙𝑓𝑓, 𝑝𝑝�𝑠𝑠 = 𝜌𝜌�𝑠𝑠𝑐̃𝑐𝑠𝑠2/𝛾𝛾 and 𝜌𝜌�𝑠𝑠 in the kernel and the dummy variable of the 
integrals. Eq. (5.1.3.39) reads in dimensional notation  



 
  306/314 

 

[SUSANA Project Deliverable D2.1]  all rights reserved 

⎣
⎢
⎢
⎡𝑚𝑚�

1

𝑚𝑚�1𝑣𝑣�1 + 𝑝𝑝�
𝑚𝑚�1𝑣𝑣�𝛽𝛽
𝑚𝑚�1𝑒̃𝑒 + 𝑣𝑣�1𝑝𝑝�⎦

⎥
⎥
⎤

𝐶𝐶𝐶𝐶

≈ −(∂𝑡̃𝑡 + 𝜒𝜒�)�

0
0
0
𝐼𝐼′Σ

� − �

0
2𝐻𝐻�
𝑔𝑔𝛼𝛼𝛼𝛼 ∂𝑥𝑥�𝛼𝛼
0

��𝐼𝐼1′ −
𝑝𝑝�𝐶𝐶𝐶𝐶−𝑝𝑝�0
𝜌𝜌�𝐶𝐶𝐶𝐶−𝜌𝜌�0

𝐼𝐼𝜌𝜌�. (5.59) 

It is interesting to note, that the system of equations representing the planar detonation (i.e. 
Equations (5.40)) is, for a gas of known composition, a mono-parametric system dependent 
on 𝐷𝐷. The system represented by Equation (5.59) depends not only on  𝐷𝐷, but also on 
curvature 𝐻𝐻� and on stretch 𝜒𝜒�. 

5.1.3.2.6  Virtual surface tension  
The normal momentum, as defined in Equation 5.1.3.46, is discontinuous across the jump 
with linear proportionality on curvature. Following the arguments made by Class (Class et al., 
2003), an analogy can be established with an interface separating two immiscible fluids 
(Landau and E. Lifshitz, 1987) in order to calculate the virtual surface tension of the 
detonation.  
At the interface:  

[𝑝𝑝� − 𝜎𝜎𝑛𝑛𝑛𝑛] = 2𝐻𝐻�𝛼𝛼, (5.60) 

where 𝛼𝛼 represents the surface tension.  
Our initial scale considerations suggest that the tangential stress is negligible. Allowing for 
mass transfer across the surface (e.g. due to evaporation) this equation must be suitably 
modified:  

[𝑚𝑚�1𝑣𝑣�1 + 𝑝𝑝�] = 2𝐻𝐻�𝛼𝛼. (5.61) 

We may, identify terms with eq. (5.59) to obtain  

𝛼𝛼 = −�𝐼𝐼1′ −
𝑝𝑝�𝐶𝐶𝐶𝐶−𝑝𝑝�0
𝜌𝜌�𝐶𝐶𝐶𝐶−𝜌𝜌�0

𝐼𝐼𝜌𝜌� = −𝑙𝑙𝑓𝑓 �𝐼𝐼′1
𝜌𝜌𝑠𝑠𝑐𝑐𝑠𝑠2

𝛾𝛾
− 𝑝𝑝�𝐶𝐶𝐶𝐶−𝑝𝑝�0

𝜌𝜌�𝐶𝐶𝐶𝐶−𝜌𝜌�0
𝜌𝜌𝑠𝑠𝐼𝐼𝜌𝜌� = 𝑙𝑙𝑓𝑓𝛼𝛼0., (5.62) 

The coefficient of surface tension in an infinitely thin gas-dynamic discontinuity equivalent to 
a detonation is equal to the difference between the integral of the pressure between the CJ and 
the VN points minus the integral of the density between the same integration limits 
normalized by a factor. 
The evaluation of 𝛼𝛼0 and the partial factors 𝛼𝛼01 = −𝐼𝐼′1𝜌𝜌𝑠𝑠𝑐𝑐𝑠𝑠2/𝛾𝛾 and 𝛼𝛼02 = (𝑝𝑝�𝐶𝐶𝐶𝐶 − 𝑝𝑝�0)(𝜌𝜌�𝐶𝐶𝐶𝐶 −
𝜌𝜌�0)−1ñ𝑠𝑠𝐼𝐼𝜌𝜌 is included in Figure 5.12 for a gas of the indicated characteristics and different 
initial pressures  𝑝𝑝0. The surface tension exhibits an inverse proportionality to the initial 
pressure. The existence of a minimum is due to the sum of the  𝛼𝛼01  and  𝛼𝛼02 factors (dashed 
lines), that combined, creates the final dependency. 
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Figure 5.12 Dependence of 𝛼𝛼0 factor to the degree of over-driven detonation for a gas with 
characteristics: 𝜌𝜌0 = 1 𝑘𝑘𝑘𝑘

𝑚𝑚3, 𝑄𝑄 = 0.1 𝑀𝑀𝑀𝑀, 𝛾𝛾 = 1.4, 𝑘𝑘 = 1 105𝑠𝑠−1, 𝐸𝐸/𝑅𝑅𝑔𝑔 = 10000 𝐾𝐾 obtained 
for different pressures. 

Figure 5.13 shows the dependence of the surface stress on the fuel concentration. An increase 
on the fuel concentration strongly increases the surface tension of the equivalent jump. 

 
Figure 5.13 Dependence of 𝛼𝛼0 factor to the degree of over-driven detonation for a gas with 

characteristics: 𝑝𝑝0 = 100 𝑘𝑘𝑘𝑘𝑘𝑘,  𝜌𝜌0 = 1 𝑘𝑘𝑘𝑘
𝑚𝑚3, 𝛾𝛾 = 1.4, 𝑘𝑘 = 1 105𝑠𝑠−1, 𝐸𝐸/𝑅𝑅𝑔𝑔 = 10000 𝐾𝐾 

obtained for different enthalpies of formation. 

The virtual surface tension has strong connections with the stability of the detonation. In this 
sense, Equation (5.59) shows that the tangential momentum must not be continuous across the 
interface. 
In this sense, a derivative of the surface tension in the RHS of Equation (5.59) has an 
analogous meaning to the Marangoni forces. The terms containing 𝐼𝐼𝑅𝑅 in Equation (5.50), 
which were cancelled in Equation (5.59) contain the dependence of the virtual surface on the 
inertia that was suppressed thanks to the singular selection for the position of the virtual 
surface. 

5.1.3.2.7  Change of the average curvature in the transverse direction. 
The formulation presented allows the variation of the average curvature in the transverse 
direction to be expressed, i.e. Equation set 5.1.3.48 can be expressed in terms of the surface 
tension and then derived in the transverse direction.  
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The second equation in Equation set (5.59) can get transformed into:  

∂𝑥𝑥�𝛽𝛽[𝑚𝑚�1𝑣𝑣�1 + 𝑝𝑝�]𝐶𝐶𝐶𝐶 = −2𝛼𝛼 ∂𝑥𝑥�𝛽𝛽𝐻𝐻� − 2𝐻𝐻� ∂𝑥𝑥�𝛽𝛽𝛼𝛼. (5.63) 

This is a very significant form that expresses the change of the average curvature as a function 
of the jump of pressure and momentum and the equivalent Marangoni forces.  
Transforming the third equation of Equation set (5.59) yields:  

2𝐻𝐻�[𝑚𝑚�1𝑣𝑣�𝛾𝛾]𝐶𝐶𝐶𝐶 = −2𝐻𝐻�𝑔𝑔𝛽𝛽𝛽𝛽 ∂𝑥𝑥�𝛽𝛽𝛼𝛼. (5.64) 

Multiplying by 𝑔𝑔𝛽𝛽𝛽𝛽 and operating:  

2𝛼𝛼𝑔𝑔𝛽𝛽𝛽𝛽 ∂𝑥𝑥�𝛽𝛽𝐻𝐻� = 2𝐻𝐻�[𝑚𝑚�1𝑣𝑣�𝛾𝛾]𝐶𝐶𝐶𝐶 − 𝑔𝑔𝛽𝛽𝛽𝛽 ∂𝑥𝑥�𝛽𝛽[𝑚𝑚�1𝑣𝑣�1 + 𝑝𝑝�]𝐶𝐶𝐶𝐶. (5.65) 

Eliminating  𝛼𝛼:  

2𝑔𝑔𝛽𝛽𝛽𝛽 ∂𝑥𝑥�𝛽𝛽𝐻𝐻� = �𝐻𝐻�𝑔𝑔𝛽𝛽𝛽𝛽 ∂𝑥𝑥�𝛽𝛽[𝑚𝑚�1𝑣𝑣�1 + 𝑝𝑝�]𝐶𝐶𝐶𝐶 − 2𝐻𝐻�2[𝑚𝑚�1𝑣𝑣�𝛾𝛾]𝐶𝐶𝐶𝐶�/[𝑚𝑚�1𝑣𝑣�1 + 𝑝𝑝�]𝐶𝐶𝐶𝐶. (5.66) 

Equation (5.66) expresses the change of the average curvature in the transverse direction as a 
function of the relative importance of the pressure and normal momentum jump, compared 
with the transverse one. 
Also, Equation (5.63) allows for an increased understanding of the intrinsic mechanism 
associated with the instability of detonations. A detonation may propagate isotropically in a 
medium of constant composition without forming cellular structures. The RHS of the 
tangential impulse in Equation (5.59) would cancel in this case. Still any perturbation in any 
of the variables would immediately change 𝛼𝛼, 𝑝𝑝 or 𝑣𝑣 thereby changing the curvature. 

5.1.4 Differences between 1D and 3D detonation propagation utilicing 
detonation curvature modeling (KIT) 

We may recall the expression for 1D detonation following the ZND theory. The analytic 
expression for the pressure, velocity and specific volume profiles (Lee and Stewart, 1990) are 
provided as a function of the reaction progress variable  𝜆𝜆: 
These equations have been provided in Section 5.1.3.2.3 and are reproduced here for 
convenience:  

𝑝𝑝 = 𝑎𝑎 + (1 − 𝑎𝑎)(1− 𝑏𝑏𝛽𝛽𝛽𝛽)
1
2, 𝑣𝑣 = (1 − 𝑝𝑝)(𝛾𝛾𝑀𝑀𝑆𝑆)−1 + 𝑀𝑀𝑠𝑠 , Υ = 𝑣𝑣/𝑀𝑀𝑠𝑠. (5.67) 

The auxiliary variables appearing in Equation (5.67) are,   𝑀𝑀𝑠𝑠 = (𝛾𝛾−1)𝐷𝐷2+2
2𝛾𝛾𝐷𝐷2−(𝛾𝛾−1)

,   where 𝐷𝐷 = 𝐷𝐷�

𝑐𝑐𝑠̃𝑠
 

and  𝛽𝛽 = 𝑄𝑄�𝛾𝛾/𝑐̃𝑐𝑠𝑠2. 
Additionally:  

𝑎𝑎 = 𝛾𝛾𝐷𝐷2+1
2𝛾𝛾𝐷𝐷2−(𝛾𝛾−1)

, 𝑏𝑏 = 𝑀𝑀𝑠𝑠
22𝛾𝛾(𝛾𝛾−1)

(1−𝑎𝑎2)(𝛾𝛾+1)
. (5.68) 

The half reaction zone length can be expressed as:  

𝑙𝑙𝑐𝑐 = 𝑐̃𝑐𝑠𝑠𝑘𝑘−1 ∫  
1
2
0 𝑣𝑣(𝜆𝜆)(1− 𝜆𝜆)−1𝑒𝑒𝜃𝜃𝑎𝑎/(𝑝𝑝(𝜆𝜆)Υ(𝜆𝜆))𝑑𝑑𝜆𝜆, (5.69) 
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𝐼𝐼𝜌𝜌�. (5.70) 

It is interesting to note, that the system of equations representing the planar detonation (i.e. 
Equations (5.67)) is, for a gas of known composition, a mono-parametric system dependent 
on  𝐷𝐷. The system represented by Equation set (5.59) depends not only on  𝐷𝐷, but also on 
curvature 𝐻𝐻� and on stretch 𝜒𝜒�. 

5.2 Models (KIT) 

There are multiple approaches whcich allows to reproduce the detonation process 
numerically. The most popular of them will be considered in the following sections. 

5.2.1 Arrhenius reaction rate (KIT) 
The chemistry that describes the detonation processes involved with mixtures of H2 and Air 
involves the solution of numerous reactions (Li et al., 2004, Ó’Conaire et al., 2004, Maas et 
al., 1988 and Marinov, 1995).  

The utilization of such schemes would involve resolution requirements in the region of 10-7 
m. Such highly resolved resolutions are clearly not achievable for practical calculations where 
the domains of interest can be of the order of cubic hectometres. An evident solution would 
involve the utilization of a reduced kinetic mechanism (Peters, 1993), considering that fast 
reactions remain in a stationary state. Still such an approximation would not be sufficient, due 
to resolution requirements, for engineering calculations. Such calculations would require the 
utilization of one brutto reaction or at most two reactions if the reproduction of the induction 
time will be required. 
These simplifications, that at first glance look to be extremely crude, are in fact much less 
severe that in equivalent combustion calculations and in most of cases very adequate for 
obtaining engineering approximations. This is easy to understand if we take into account the 
ZND theory (Fikett, 1979). Here we see that under this widely accepted theory the 
propagation velocity of the detonation is independent on the chemistry, it depends only on the 
polytrophic coefficient and on the enthalpy of formation of the gas. This allows for modelling 
that considers the chemistry as a simple one step reaction, i.e.:  

𝑤𝑤𝑦𝑦 = K y𝐻𝐻2exp �𝐸𝐸𝑎𝑎
𝑅𝑅𝑅𝑅
�. (5.71) 

This reaction will have an activation energy obtained from literature sources such as Sun et al. 
(Sun et al., 1999), from shock tubes experiments, or from calculations performed with 
Cantera (Goodwin, 2001). The pre-exponential factor will then be determined as an adjusted 
value that allows the detonation cell size to be mimicked (using information available from 
experiments). When such a model is utilized, the performance will depend on the resolution 
utilized in the calculation.  

The first case is that in which the resolution is much coarser than the half detonation thickness 
but much finer than the detonation cell size. In this case, the detonation cell size pattern will 
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be reproduced. Good practice involves that the resolution is smaller than 1/50 of the 
detonation cell size. 

The second case appears when the cell size is bigger than the last limit. In those cases in 
which the cell size is bigger than 1/50 of the detonation cell size (for example is of the same 
order of magnitude), the cellular pattern is not going to be reproduced. The detonation still 
propagates with an overall adequate velocity (averaged velocity of the cellular detonation).  

The third possibility appears when the resolution is even coarser than in the previous case. 
The model then runs into problems of numerical nature and generates a numerically 
overdriven detonation. Such difficulties can be overcome with the use of models specially 
designed for very coarse calculations in which the maximum reaction rate will be limited. 
Such limitation allows that the propagation remains similar to the one predicted by ZND 
theory. The Heaviside function, is generally defined as 





>
<

=

ℜ→ℜ

0

0

1
0

)(

:

xx
xx

xθ

θ

, (5.72) 

is a good candidate for such limitation. This function allows defining the consumption of fuel 
as 

rHfy RyCw ⋅=
2

. (5.73) 

This consumption formula has no real physical interpretation, it is just a mechanism to 
provide enough variation of the species and heat release to generate and maintain the 
detonation. Cf is the constant of the model. The model shows almost no influence of the Cf 
constant as the Rr factor works as a shocking capturing algorithm. The “Heaviside” like factor 
Rr can be defined with the formula 
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, (5.74) 

where the values of the temperatures, for this model, are T0=800 and T1=1700 for an 
stoichiometric hydrogen air mixture. T1 can be close to the temperature of the burned gases. 
T0 is the real limiter of the reaction and is supposed to simulate the auto-ignition temperature. 
Therefore, it can be set to a constant value, almost independent for all concentrations, (NASA 
1997, IEC, 2000 and Zabetakis 1965). Data for the lower flammability limit (LFL), upper 
flammability limit (UFL) and self ignition limit are shown in the Figure 5.14. 
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Figure 5.14 Low and upper flammability limits and auto-ignitions temperatures. 

5.2.2 Gradient method (UU) 
The gradient method, which is used for modelling the specific reaction rate and applied to 
deflagration modelling, was described previously in Section 4.2.2 of this document. However 
it may also be applied for the simulation of detonations.  
The mathematical model of detonation then includes the governing equations for 3-D filtered 
mass, momentum and energy equations for a compressible Newtonian fluid. The progress 
variable equation describes the reaction front propagation and is the same as for the 
deflagration model accept for the source term:  
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where c = 0 stands for unburned mixture and c = 1 stands for combustion products.  
The gradient method (Prudnikov, 1967 and Laskey et al., 1988) is used for the closure of the 
source term in the progress variable equation cDS uc

~∇⋅⋅= ρ , where uρ is density of 
unburned mixture in front of a shock, D is the detonation wave velocity, and c∇  is a gradient 
of the progress variable. The difference between deflagration and detonation mathematical 
models is the substitution in the source term of the turbulent burning velocity St by the 
detonation velocity D. The unique feature of the gradient method is the reproduction of 
correct mass burning rate per unit area of resolved reaction front, which in case of detonation 
is Du ⋅ρ . This is achieved due to the fact that the integral of the progress variable gradient in 
the direction normal to the reaction front is always equal to unity regardless of the number 
and size of cells throughout the numerical flame front thickness (Molkov, 2012):   
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In work by Zbikowski et al. (Zbikowski et al., 2008, Zbikowski et al., 2009 and Zbikowski et 
al., 2010) the detonation velocity for a particular hydrogen-air composition was pre-calculated 
with Shock & Detonation (SD) Toolbox (CANTERRA Toolbox) which uses CANTERA 
software (Goodwin, 2005). The source term in the energy equation was connected with the 
source term in the progress variable equation cce SHS ⋅∆= , where cH∆  is the standard heat 
of combustion which is calculated by CANTERA (Goodwin, 2005). Specific heats of 
unburned and burnt mixtures were approximated as piecewise-polynomial functions of 
temperature with polynomial coefficients calculated according to mass-weighted mixing law 
of composing species.  
The gradient method by definition does not track the exact location of the reaction front but 
represents the change of the progress variable through control volumes (CVs) (Oran and 
Boris, 2001) and there is a numerical requirement for the flame front to occupy 4-5 CVs 
(Hawkes and Cant, 2001). This requirement is valid for the shock front as well. When such a 
treatment is used for the simulation of the reaction in the detonation wave, one should bear in 
mind that since the reaction zone thickness in a detonation wave is typically of the order of a 
few millimetres, it is clear that the real detonation wave thickness cannot be resolved when 
large control volumes are used to tackle industrial scale problems (Zbikowski et al., 2010). 
To make the heat release in the numerical reaction zone able to feed the leading shock one 
should keep the simulated reaction (heat release) zone behind the peak of the leading shock 
without their numerical “non-physical” overlapping that “kills” the von Neumann spike in 
numerical simulations when this physics is ignored. Failure to address it results in under-
prediction of maximum pressure in the von Neumann spike and hence propagation velocity. 
To achieve this in simulations the source term for the progress variable is kept equal to zero 
when the pressure derivative with time in the considered CV is positive (before the pressure 
peak), and is “switched on” only when the pressure derivative with time becomes negative 
(after the pressure peak). 
This method had been implemented within LES detonation model developed by Ulster 
University (Zbikowski et al., 2008, 2009, 2010) which had been successfully validated against 
ZND (Zeldovich 1940, Neumann 1942, Doring 1943) theory. It was shown to be practically 
grid independent for planar detonation simulations in the range of cell sizes 0.1–1.0 m, not 
requiring any “calibration” of the heat of combustion and the ratio of specific heats (no 
Arrhenius chemistry parameters dependence either due to use of pre-calculated detonation 
velocity), which are often applied in other models to better reproduce experimental data. It 
was subsequently used in a number of simulations, e.g., simulation of large scale experiment 
in the RUT facility (Efimenko and Gavrikov, 2007) performed in Russia by Kurchatov 
Institute as a part of an international collaborative project (Zbikowski et al., 2009), 
(Zbikowski et al., 2010).   
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